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Preface 

This book covers engineering mathematics in a comprehensive, complete, and up-to-date manner. It is 
designed to teach engineering, physics, mathematics, computer science, and allied students to the areas 
of applied mathematics that are most useful for solving real-world problems. This work will give 
students a foundation in mathematical concepts, allowing them to solve mathematical, scientific, and 
related engineering problems. Furthermore, the content will include engineering applications and 
mathematical concepts required for progression into a variety of Incorporated engineering degree 
programs. It is commonly acknowledged that a student's ability to apply mathematics is a critical factor 
in determining future success. The content is divided into the following five sections: 

1. Functions of Several Variables 
2. Matrices 
3. Ordinary Differential Equations 
4. Partial Differential Equations 
5. Laplace Transforms  

Furthermore, every chapter is maintained as autonomously as possible (If necessary, any requirements 
for understanding the specific content of earlier chapters are spelled out at the beginning of each one). 
We provide the instructor with the greatest amount of freedom to choose the materials and modify them 
to suit their needs. The current state of engineering mathematics is largely due to the contributions made 
by the book. With a contemporary approach to the topics mentioned above, this book will get students 
ready for both the responsibilities of today and the future. We give students the resources and learning 
aids they need to build a solid foundation in engineering mathematics, which will benefit them in both 
their future academic endeavours and professional endeavours. General Features of the Book Include:  

➢ Examples are kept simple to make the book easily teaches.  
➢ Independence of chapters and sections to provide for freedom in customizing courses to meet 

individual needs.  
➢ Presentation is self-contained, with the exception of a few well-defined instances when a proof 

would go beyond the bounds of the book and a citation is provided in its place.  
➢ A smooth transition from easy to harder content to guarantee a positive teaching and learning 

environment. 
➢ To assist students in mathematics, engineering, statistics, physics, computer science, and other 

fields, contemporary standard notation is available in books, journals, and other courses. In addition, 
we aimed to create a book that would serve as a comprehensive, authoritative, and easily accessible 
resource for learning and teaching applied mathematics. This would remove the need for laborious 
online searches or lengthy journeys to the library to get specific reference materials. 

Further comments and suggestions for improving the book will be gratefully received. 
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1.1 
 

   

The set ℝ𝑛 is defined by {(𝑥1, 𝑥2, … , 𝑥𝑛): 𝑥1, 𝑥2, … , 𝑥𝑛 ∈ ℝ}. In particular, 

ℝ2 is the set of all order pair {(𝑥, 𝑦): 𝑥, 𝑦 ∈ ℝ}. Thus a point 𝑋 in ℝ2 is defined 

by 𝑋 = (𝑥, 𝑦) where 𝑥, 𝑦 ∈ ℝ. Similarly a point 𝑋 in ℝ3 is defined by 𝑋 =

(𝑥, 𝑦, 𝑧) where 𝑥, 𝑦, 𝑧 ∈ ℝ. 

1.1 Cell in ℝ𝟐 

Let 𝑎, 𝑏 ∈ ℝ with 𝑎 < 𝑏 and 𝑐, 𝑑 ∈ ℝ with 𝑐 < 𝑑. 

The set of all ordered pair {(𝑥, 𝑦) ∈ ℝ2: 𝑎 < 𝑥 < 𝑏, 𝑐 <

𝑦 < 𝑑} is said to be an open cell in ℝ2 and the set of all 

ordered pair {(𝑥, 𝑦) ∈ ℝ2: 𝑎 ≤ 𝑥 ≤ 𝑏, 𝑐 ≤ 𝑦 ≤ 𝑑} is said 

to be a closed cell in ℝ2.  

1.2 Disc in ℝ𝟐 

Let 𝑎, 𝑏 ∈ ℝ and 𝑟 > 0. The set of all ordered pair 

{(𝑥, 𝑦) ∈ ℝ2: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 < 𝑟2} is said to be an 

open disc in ℝ2 about (𝑎, 𝑏) and the set of all ordered pair 

{(𝑥, 𝑦) ∈ ℝ2: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 ≤ 𝑟2} is said to be a 

closed disc in ℝ2 about (𝑎, 𝑏).  

1.3 Open ball in ℝ𝟑 

Let 𝑎, 𝑏, 𝑐 ∈ ℝ and 𝑟 > 0. The set of all ordered pair {(𝑥, 𝑦, 𝑧) ∈

ℝ3: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 + (z − c)2 < 𝑟2} is said to be an open ball in ℝ3 about 

(𝑎, 𝑏, 𝑐). 

1.4 Neighbourhood of a point 

Let (𝑎, 𝑏, 𝑐) ∈ ℝ (or (𝑎, 𝑏) ∈ ℝ2). A set 𝑆 ⊆ ℝ3 (or ℝ2) is said to be a 

neighbourhood of (𝑎, 𝑏, 𝑐) (or (𝑎, 𝑏)) if there exists an open ball (or open disk) 

about (𝑎, 𝑏, 𝑐) (or (𝑎, 𝑏)) such that the open ball (or open disk) is a subset of 𝑆. 

𝑎 𝑏 

𝑑 

𝑐 

𝑥 

𝑦 

(𝑎, 𝑏) 

𝑟 
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Functions of Several Variables
1.1 Sets in n-dimensional Real Space

 

 
 



 

 

1.2 
 

 Note:  

(i) An open disk about (𝑎, 𝑏) ∈ ℝ2 is also a neighbourhood of (𝑎, 𝑏). 

(ii) An open cell about (𝑎, 𝑏) is a rectangular neighbourhood of (𝑎, 𝑏), i.e. 

{(𝑥, 𝑦) ∈ ℝ2: |𝑥 − 𝑎| < 𝛿, |𝑦 − 𝑏| < 𝛿} where 𝛿 > 0 is a neighbourhood of 

(𝑎, 𝑏). 

(iii) {(𝑥, 𝑦) ∈ ℝ2: 0 < (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 ≤ 𝑟2} and {(𝑥, 𝑦) ∈ ℝ2: 0 < |𝑥 −

𝑎| < 𝛿, 0 < |𝑦 − 𝑏| < 𝛿} where 𝛿 > 0, are deleted neighbourhoods of (𝑎, 𝑏). 

(iv) An open ball (𝑎, 𝑏, 𝑐) ∈ ℝ3 is also an neighbourhood of (𝑎, 𝑏). 

 

 

 

 

 

 

1.5 Interior point 

Let 𝑆 ⊆ ℝ3. A point (𝑎, 𝑏, 𝑐) ∈ 𝑆 is said to be an interior point of 𝑆 if there 

exists a neighbourhood 𝑁 of (𝑎, 𝑏, 𝑐) such that 𝑁 ⊆ 𝑆. The set of all interior 

points of 𝑆 is said to be the interior of 𝑆 and is denoted by int 𝑺. 

1.6 Open set 

A set 𝑆 ⊆ ℝ3 is said to be an open set in ℝ3 if each point of 𝑆 is an interior 

point of 𝑆. Clearly ℝ3 and 𝜙 both are open sets in ℝ3. 

1.7 Worked example 

1. Show that 𝑺 = {(𝒙, 𝒚):−𝟏 < 𝒙 < 𝟏,−𝟐 < 𝒚 < 𝟐} is an open set. 

 Let (𝑎, 𝑏) ∈ 𝑆. Then 𝑆 is itself a neighbourhood of (𝑎, 𝑏). Therefore (𝑎, 𝑏) 

is an interior point of 𝑆. Since (𝑎, 𝑏) is an arbitrary point of 𝑆, therefore each 

point in 𝑆 is an interior point of 𝑆. Hence 𝑆 is an open set. 

𝑥 𝑎 

𝛿
 𝛿

 

(𝑎, 𝑏) 𝛿
 

𝛿
 

𝑏 

𝑦 

Rectangular neighbourhood 

𝑥 

(𝑎, 𝑏) 

𝑟 

𝑦 

Circular neighbourhood 

    

 

  



 

 

1.3 
 

2.  Show that 𝑺 = {(𝒙, 𝒚): (𝒙 − 𝟑)𝟐 + (𝒚 − 𝟓)𝟐 = 𝟏𝟎𝟎} is an open set. 

 Let (𝑎, 𝑏) ∈ 𝑆. Then 𝑆 is itself a neighbourhood of (𝑎, 𝑏). Therefore (𝑎, 𝑏) 

is an interior point of 𝑆. Since (𝑎, 𝑏) is an arbitrary point of 𝑆, therefore each 

point in 𝑆 is an interior point of 𝑆. Hence 𝑆 is an open set. 

3.  Justify your answer: 𝑺 = {(𝒙, 𝒚): 𝒙 + 𝒚 < 𝟏} is an open set. 

 Let (𝑎, 𝑏) ∈ 𝑆 be any point and 𝑟 be the 

perpendicular distance between (𝑎, 𝑏) and the 

straight line 𝑥 + 𝑦 = 1. 

We define a neighbourhood 𝑁 of (𝑎, 𝑏) by 

𝑁 = {(𝑥, 𝑦) ∈ ℝ2: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 < 𝑟2} 

Clearly 𝑁 ⊆ 𝑆. Therefore (𝑎, 𝑏) is an 

interior point of 𝑆. Since (𝑎, 𝑏) is an arbitrary 

point of 𝑆, therefore each point in 𝑆 is an interior point of 𝑆. Hence 𝑆 is an open 

set. 

4.  Is 𝑺 = {(𝒙, 𝒚): 𝟐 < 𝒙𝟐 + 𝒚𝟐 < 𝟑} an open set? 

  Let (𝑎, 𝑏) ∈ 𝑆 be any point and 𝑟1, 𝑟2 be the shortest distance between 

(𝑎, 𝑏) and the circles 𝑥2 + 𝑦2 = 2 and 𝑥2 + 𝑦2 = 3. 

Let 𝑟 = min{𝑟1, 𝑟2}. 

We define a neighbourhood 𝑁 of 

(𝑎, 𝑏) by 

𝑁 = {(𝑥, 𝑦) ∈ ℝ2: (𝑥 − 𝑎)2

+ (𝑦 − 𝑏)2 < 𝑟2} 

Clearly 𝑁 ⊆ 𝑆. 

Therefore (𝑎, 𝑏) is an interior 

point of 𝑆. Since (𝑎, 𝑏) is an arbitrary point of 𝑆, therefore each point in 𝑆 is an 

interior point of 𝑆. Hence 𝑆 is an open set. 

5. Is 𝑺 = {(𝒙, 𝒚): 𝒙𝟐 < 𝒚} an open set? 

 Let (𝑎, 𝑏) ∈ 𝑆 be any point and 𝑟 be the shortest distance between (𝑎, 𝑏) 

and the parabola 𝑥2 = 𝑦. 

𝑦 

𝑟 

(𝑎, 𝑏) 

𝑥 0 

𝑂 

𝑥2 + 𝑦2 = 3 

𝑥 

𝑦 

𝑥2 + 𝑦2 = 2 

𝑁 

(𝑎, 𝑏) 

 



 

 

1.4 
 

We define a neighbourhood 𝑁 of (𝑎, 𝑏) by 

𝑁 = {(𝑥, 𝑦) ∈ ℝ2: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 < 𝑟2} 

Clearly 𝑁 ⊆ 𝑆.  

Therefore (𝑎, 𝑏) is an interior point of 𝑆. Since 

(𝑎, 𝑏) is an arbitrary point of 𝑆, therefore each point 

in 𝑆 is an interior point of 𝑆. Hence 𝑆 is an open set. 

 Note: Similarly the following sets are open 

sets in ℝ2: 

(i) 𝑆 = {(𝑥, 𝑦) ∈ ℝ2: 4𝑥2 + 9𝑦2 < 36} 

(ii) 𝑆 = {(𝑥, 𝑦) ∈ ℝ2: 𝑥 > 0, 𝑦 > 0} 

(iii) 𝑆 = {(𝑥, 𝑦) ∈ ℝ2: 𝑥𝑦 < 1} 

(iv) 𝑆 = {(𝑥, 𝑦) ∈ ℝ2: 𝑥 < 𝑦} 

6. Determine whether 𝑺 = {(𝒙, 𝟎): 𝒙 ∈ ℝ} an 

open set. 

 Let (𝑎, 0) ∈ 𝑆 be any point. Then every 

neighbourhood of (𝑎, 0) contains infinitely many 

points which do not belong to 𝑆. Therefore (𝑎, 0) is 

not an interior point of 𝑆. Hence 𝑆 is not an interior 

point of 𝑆. 

 Note: Similarly 𝑆 = {(
1

𝑚
,
1

𝑛
) ∈ ℝ2:𝑚, 𝑛 ∈ ℕ} is not an open set in ℝ2. 

 
 Theorem 1.7.1: The union of a finite number of open sets in ℝ𝟑 is an 

open set in ℝ𝟑. 

Proof: Let 𝑆1, 𝑆2, … , 𝑆𝑚 be 𝑚 open sets in ℝ3 and  

𝑆 =⋃𝑆𝑖

𝑚

𝑖=1

 

Let (𝑎, 𝑏, 𝑐) ∈ 𝑆. Then (𝑎, 𝑏, 𝑐) ∈ 𝑆𝑖 for some 𝑖 = 1,2,… ,𝑚. Since 

(𝑎, 𝑏, 𝑐) ∈ 𝑆𝑖 and 𝑆𝑖 is an open set in ℝ3, (𝑎, 𝑏, 𝑐) is an interior point of 𝑆𝑖. 

𝑥 

𝑦 

0 

𝑟 

(𝑎, 𝑏) 

𝑥 

𝑦 

0 

(𝑎, 0) 



 

 

1.5 
 

Therefore there exists a nbd 𝑁 of (𝑎, 𝑏, 𝑐) such that 𝑁 ⊆ 𝑆𝑖. Since 𝑆𝑖 ⊆ 𝑆, 

therefore 𝑁 ⊆ 𝑆. 

This shows that (𝑎, 𝑏, 𝑐) is also an interior point of 𝑆. Since (𝑎, 𝑏, 𝑐) is an 

arbitrary point of 𝑆, therefore each point in 𝑆 is an interior point of 𝑆. Hence 𝑆 is 

an open set. 

This completes the proof.  

 Theorem 1.7.2: The union of arbitrary collections of open sets in ℝ𝟑 is 

an open set in ℝ𝟑. 

Proof: Let {𝑆𝑖: 𝑖 ∈ Λ}, Λ being a subset of ℕ, be a collection of open sets in 
ℝ3 and  

𝑆 =⋃𝑆𝑖
𝑖=Λ

 

Let (𝑎, 𝑏, 𝑐) ∈ 𝑆. Then (𝑎, 𝑏, 𝑐) ∈ 𝑆𝑖 for some 𝑖 ∈ Λ. Since (𝑎, 𝑏, 𝑐) ∈ 𝑆𝑖 and 

𝑆𝑖 is an open set in ℝ3, (𝑎, 𝑏, 𝑐) is an interior point of 𝑆𝑖. Therefore there exists a 

nbd 𝑁 of (𝑎, 𝑏, 𝑐) such that 𝑁 ⊆ 𝑆𝑖. Since 𝑆𝑖 ⊆ 𝑆, therefore 𝑁 ⊆ 𝑆. 

This shows that (𝑎, 𝑏, 𝑐) is also an interior point of 𝑆. Since (𝑎, 𝑏, 𝑐) is an arbitrary 

point of 𝑆, therefore each point in 𝑆 is an interior point of 𝑆. Hence 𝑆 is an open 

set.  

 Theorem 1.7.3: The intersection of finite number of open sets in ℝ𝟑 is 

an open set in ℝ𝟑.  

Proof: Let 𝑆1, 𝑆2, … , 𝑆𝑚 be 𝑚 open sets in ℝ3 and  

𝑆 =⋂𝑆𝑖

𝑚

𝑖=1

 

Two cases arise. 

Case-1: 𝑺 = 𝝓 

Then 𝑆 is an open set in ℝ3. 

Case-2: 𝑺 ≠ 𝝓 

Let (𝑎, 𝑏, 𝑐) ∈ 𝑆. Then (𝑎, 𝑏, 𝑐) ∈ 𝑆𝑖 for each 𝑖 = 1,2,… ,𝑚. Since 

(𝑎, 𝑏, 𝑐) ∈ 𝑆𝑖 and 𝑆𝑖 is an open set in ℝ3, (𝑎, 𝑏, 𝑐) is an interior point of 𝑆𝑖. 

Therefore there exists 𝑟𝑖 > 0 such that  



 

 

1.6 
 

𝑁𝑖 = {(𝑥, 𝑦, 𝑧) ∈ ℝ
3: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 + (𝑧 − 𝑐)2 ≤ 𝑟𝑖

2} ⊆ 𝑆𝑖 

Let 𝑟 = min⁡{𝑟1, 𝑟2, … , 𝑟𝑚}. Then  

𝑁 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 + (𝑧 − 𝑐)2 ≤ 𝑟2} ⊆ 𝑁𝑖 

for each 𝑖 = 1,2,… ,𝑚. 

Thus we have 

𝑁 ⊆ 𝑆𝑖 ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡each⁡⁡⁡𝑖 = 1,2,… ,𝑚 

⟹𝑁 ⊆⋂𝑆𝑖

𝑚

𝑖=1

= 𝑆 

This shows that (𝑎, 𝑏, 𝑐) is an interior point of 𝑆. Since (𝑎, 𝑏, 𝑐) is an 

arbitrary point of 𝑆, therefore each point in 𝑆 is an interior point of 𝑆. Hence 𝑆 is 

an open set.  

 Note: The intersection of an infinite number of open sets in ℝ3 may be or 

may not be an open set in ℝ3. 

Let us consider the collection of open sets 

𝑆𝑛 = {(𝑥, 𝑦, 𝑧) ∈ ℝ
3: 𝑥2 + 𝑦2 + 𝑧2 <

1

𝑛2
} , 𝑛 ∈ ℕ 

Then  

𝑆 =⋂𝑆𝑛

∞

𝑛=1

= {(𝑥, 𝑦, 𝑧) ∈ ℝ3: 𝑥2 + 𝑦2 + 𝑧2 ≤ 0} = {(0,0,0)} 

 which is not an open set in ℝ3. 

Next we consider the collection of open sets 

𝑆𝑛 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3: 𝑥2 + 𝑦2 + 𝑧2 < 𝑛}, 𝑛 ∈ ℕ 

Then  

𝑆 =⋂𝑆𝑛

∞

𝑛=1

= 𝑆1 

 which is an open set in ℝ3. 

1.8 Closed set 

A set 𝑆 ⊆ ℝ3 is said to be a closed set in ℝ3 if the complement of 𝑆 in ℝ3 is 

an open set in ℝ3. Clearly ℝ3 and 𝜙 both are closed sets in ℝ3. 



 

 

1.7 
 

1.8.1 Examples 

1. 𝑆 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3: 𝑥2 + 𝑦2 + 𝑧2 ≥ 𝑟2} is a closed set in ℝ3, since 𝑆𝑐 =

{(𝑥, 𝑦, 𝑧) ∈ ℝ3: 𝑥2 + 𝑦2 + 𝑧2 < 𝑟2} is an open set in ℝ3. 

2. ℝ3 and 𝜙 are closed sets in ℝ3.  

 Theorem 1.8.1: The union of finite number of closed sets in ℝ𝟑 is 

closed. 

Proof: Let 𝐹1, 𝐹2, … , 𝐹𝑚 be 𝑚 closed sets in ℝ3 and  

𝐹 =⋃𝐹𝑖

𝑚

𝑖=1

 

Now  

𝐹𝑐 =⋂𝐹𝑖
𝑐

𝑚

𝑖=1

 

Since each 𝐹𝑖
𝑐 is an open set in ℝ3 and intersection of finite number of open 

sets is also an open set in ℝ3, therefore 𝐹𝑐 is an open set in ℝ3. Hence 𝐹 is an 

closed set in ℝ3. 

This completes the proof.  

 Note: Similarly the intersection of finite number of closed sets in ℝ3 is 

closed in ℝ3.  

 Theorem 1.8.2: The intersection of arbitrary number of closed sets in 

ℝ𝟑 is closed in ℝ𝟑.  

Proof: Let {𝐹𝑖: 𝑖 ∈ Λ}, Λ being a subset of ℕ, be a collection of closed sets 

in ℝ3 and 

𝐹 =⋂𝐹𝑖
𝑖=Λ

 

Now  

𝐹𝑐 =⋃𝐹𝑖
𝑐

𝑖=Λ

 

Since each 𝐹𝑖
𝑐 is an open set in ℝ3 and union of arbitrary collection of open 

sets is also an open set in ℝ3, therefore 𝐹𝑐 is an open set in ℝ3. Hence 𝐹 is an 

closed set in ℝ3. 
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 Note: The union of an infinite number of closed sets in ℝ3 may or may not 

be a closed set in ℝ3. 

Let us consider the collection of closed sets 

𝐹𝑛 = {(𝑥, 𝑦, 𝑧) ∈ ℝ
3: 𝑥2 + 𝑦2 + 𝑧2 ≤ 1 −

1

𝑛
} , 𝑛 ∈ ℕ 

Then  

𝐹 =⋃𝐹𝑖

∞

𝑖=1

= {(𝑥, 𝑦, 𝑧) ∈ ℝ3: 𝑥2 + 𝑦2 + 𝑧2 < 1} 

 which is not a closed set in ℝ3. 

Next we consider the collection of closed sets 

𝐹𝑛 = {(𝑥, 𝑦, 𝑧) ∈ ℝ3: 𝑥2 + 𝑦2 + 𝑧2 ≤
1

𝑛
} , 𝑛 ∈ ℕ 

Then  

𝐹 =⋃𝐹𝑖

∞

𝑖=1

= 𝐹1 

 which is a closed set in ℝ3. 

1.8.2 Worked example 

1. Show that 𝑭 = {(𝒂, 𝟎): 𝒂 ∈ ℝ} is a closed set in ℝ𝟐. 

 Here 𝐹𝑐 = {(𝑥, 𝑦) ∈ ℝ2: 𝑦 ≠ 0} = 𝐹1 ∪ 𝐹2 where 

𝐹1 = {(𝑥, 𝑦) ∈ ℝ
2: 𝑦 > 0}⁡⁡⁡⁡⁡⁡and⁡⁡⁡⁡⁡⁡𝐹2 = {(𝑥, 𝑦) ∈ ℝ

2: 𝑦 < 0} 

Let (𝑎, 𝑏) ∈ 𝐹1. Then 𝑏 > 0. By Archimedean property, there exists a real 

number 𝑟 such that 0 < 𝑟 < 𝑏. We now define a nbd 

𝑁 of (𝑎, 𝑏) as 

𝑁 = {(𝑥, 𝑦) ∈ ℝ2: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 ≤ (𝑏 − 𝑟)2} 

Clearly 𝑁 ⊆ 𝐹1. Therefore (𝑎, 𝑏) is an interior 

point of 𝐹1. Since (𝑎, 𝑏) is arbitrary, therefore each 

point in 𝐹1 is an interior point of 𝐹1. Hence 𝐹1 is an 

open set. 

Similarly we can show that 𝐹2 is an open set. 

𝑥 

𝑦 

0 

𝑏
−
𝑟

 

(𝑎, 𝑏) 
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Since finite union of open sets is an open set, therefore 𝐹𝑐 = 𝐹1 ∪ 𝐹2 is an 

open set in ℝ2. 

Consequently, 𝐹 is a closed set in ℝ2.  

 Note: Similarly the set 𝐹 = {(𝑥, 𝑦) ∈ ℝ2: 1 ≤ 𝑥2 + 𝑦2 ≤ 4} is a closed set 

in ℝ2. 

1.9 Limit point 

A point (𝑎, 𝑏, 𝑐) in ℝ3 is said to be a limit point of a set 𝑆 ⊆ ℝ3 if every 

neighbourhood of (𝑎, 𝑏, 𝑐) contains infinitely many points of 𝑆. 

The set of all limit points of 𝑆 is called derived set of 𝑆 and is denoted by 𝑆𝑑 

or 𝑆′. 

1.9.1 Examples 

1. Find the limit points and derived set of 𝑺 =

{(𝒂, 𝟎): 𝒂 ∈ ℝ}. 

 Let (𝑎, 0) ∈ 𝑆 be an arbitrary point. Then any 

nbd of (𝑎, 0) contains infinitely many points of 𝑆. 

Therefore (𝑎, 0) is a limit point of 𝑆. Since (𝑎, 0) is 

arbitrary, therefore every point of 𝑆 is a limit point of 

𝑆. 

We now consider a point (𝛼, 𝛽) where 𝛽 ≠ 0. Then (𝛼, 𝛽) ∉ 𝑆. Now the 

nbd 𝑁 = {(𝑥, 𝑦) ∈ ℝ2: (𝑥 − 𝛼)2 + (𝑦 − 𝛽)2 < 𝛽2} does not contain any point of 

𝑆. Hence (𝛼, 𝛽) is not a limit point of 𝑆. 

Therefore all limit points of 𝑆 belong to 𝑆, i.e. 𝑆′ = 𝑆. 

2. Find the limit points and derived set of 𝑺 = {(𝒙, 𝒚) ∈ ℝ𝟐: 𝟎 < 𝒙 < 𝟏,

𝟎 < 𝒚 < 𝟏}. 

 Let (𝑎, 𝑏) ∈ 𝑆 be an arbitrary point. Then any nbd of (𝑎, 𝑏) contains 

infinitely many points of 𝑆. Therefore (𝑎, 𝑏) is a limit point of 𝑆. Since (𝑎, 𝑏) is 

arbitrary, therefore every point of 𝑆 is a limit point of 𝑆. 

𝑥 

𝑦 

(𝛼, 𝛽) 

𝛽 
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Next we consider the origin (0,0). Then the nbd 𝑁 = {(𝑥, 𝑦): 𝑥2 + 𝑦2 < 𝑟2} 

where 𝑟 is any positive integer, contains 

infinitely many points of 𝑆. Thus (0,0) is 

also a limit point of 𝑆. 

Similarly if we consider any point 

(𝑥, 𝑦) on the sides of the square 𝑥 = 0, 𝑥 =

1, 𝑦 = 0, 𝑦 = 1 and for each point, we 

consider a disc of radius 𝑟 > 0 about the 

point (𝑥, 𝑦), we find that each disc contains 

infinitely many points of 𝑆. Therefore each 

point on the sides of the above square is a limit pint of 𝑆. 

Therefore the derived set of 𝑆 is  

𝑆′ = {(𝑥, 𝑦) ∈ ℝ2: 0 ≤ 𝑥 ≤ 1, 0 ≤ 𝑦 ≤ 1} 

3. Find the limit points and derived set of 𝑺 = ℚ ×ℚ. 

Let (𝑎, 𝑏) ∈ ℝ2 be an arbitrary point. Then any nbd of (𝑎, 𝑏) contains 

infinitely many points of 𝑆. Therefore (𝑎, 𝑏) is a limit point of 𝑆. Since (𝑎, 𝑏) is 

arbitrary, therefore every point of ℝ2 is a limit point of 𝑆.  

Therefore the derived set of 𝑆 is 𝑆′ = ℝ2. 

4. Find the derived set of 𝑺 = ℤ × ℤ. 

 Let (𝑎, 𝑏) ∈ ℝ2 be an arbitrary point. Then there exist integers 𝑚 and 𝑛 

such that 𝑚 ≤ 𝑎 < 𝑚 + 1 and 𝑛 ≤ 𝑏 < 𝑛 + 1. 

Now 𝑎 and 𝑏 can either be the midpoints of the intervals (𝑚,𝑚 + 1) and 

(𝑛, 𝑛 + 1) respectively or they are closer to any one of their respective end points. 

We choose the nbd 

𝑁 = {(𝑥, 𝑦) ∈ ℝ2: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 <
1

4
} 

If 𝑎 and 𝑏 are midpoints of heir respective intervals, then 𝑁 contains no point 

of 𝑆. 

If 𝑎 and 𝑏 are not the midpoints, then 𝑁 contains either (𝑚, 𝑛) or (𝑚 + 1, 𝑛), 

or (𝑚, 𝑛 + 1) or (𝑚 + 1, 𝑛 + 1). 

𝑟 

𝑟 

𝑟 

𝑥 

𝑦 

(𝛼, 𝛽) 

𝛽 

0 



 

 

1.11 
 

Thus 𝑁 contains either no point of 𝑆 or at most one point of 𝑆. 

Hence (𝑎, 𝑏) is not a limit point of 𝑆. Since (𝑎, 𝑏) is arbitrary, therefore 𝑆 

has no limit point and consequently, the derived set of 𝑆 is 𝑆′ = 𝜙. 

5. Find the derived set of 𝑺 = 𝑻 × 𝑻 where 𝑻 is a finite set. 

 Let (𝑎, 𝑏) ∈ 𝑆 be an arbitrary point. Since 𝑇 is a finite set, so is 𝑇 × 𝑇. Thus 

any nbd of (𝑎, 𝑏) contains finitely many points of 𝑆. Hence (𝑎, 𝑏) is not a limit 

point of 𝑆. Since (𝑎, 𝑏) is arbitrary, 𝑆 has no limit point and consequently, the 

derived set of 𝑆 is 𝑆′ = 𝜙. 

6. Find the derived set of 𝑺 = {(
𝟏

𝒎
,
𝟏

𝒏
) ∈ ℝ𝟐:𝒎, 𝒏 ∈ ℕ}. 

 Let 𝑚 ∈ ℕ and 𝜖 > 0 be arbitrary. 

By Archimedean property of ℝ, there exists a natural number 𝑝 such that 

0 <
1

𝑝
< 𝜖⁡⁡⁡⁡⁡⁡⁡and⁡⁡⁡⁡⁡⁡⁡⁡0 < ⋯ <

1

𝑝 + 2
<

1

𝑝 + 1
<
1

𝑝
< 𝜖 

∴ (
1

𝑚
−
1

𝑚
)
2

+ (
1

𝑘
− 0)

2

=
1

𝑘2
< 𝜖2⁡⁡⁡⁡⁡⁡⁡for⁡⁡⁡⁡𝑘 = 𝑝, 𝑝 + 1, 𝑝 + 2,… 

Therefore an arbitrary nbd 𝑁 of (
1

𝑚
, 0), defined by 

𝑁 = {(𝑥, 𝑦) ∈ ℝ2: (𝑥 −
1

𝑚
)
2

+ (𝑦 − 0)2 < 𝜖2} 

contains infinitely many points of 𝑆. Hence (
1

𝑚
, 0) is a limit point of 𝑆. 

Similarly, we can show that (0,
1

𝑛
) is a limit point of 𝑆. 

Again by Archimedean property of ℝ, there exists a natural number 𝑝 such 
that 

0 <
1

𝑝
<

𝜖

√2
⁡⁡⁡⁡⁡⁡⁡and⁡⁡⁡⁡⁡⁡⁡⁡0 < ⋯ <

1

𝑝 + 2
<

1

𝑝 + 1
<
1

𝑝
<

𝜖

√2
 

∴ (
1

𝑘
− 0)

2

+ (
1

𝑘
− 0)

2

=
2

𝑘2
< 𝜖2⁡⁡⁡⁡⁡⁡⁡for⁡⁡⁡⁡𝑘 = 𝑝, 𝑝 + 1, 𝑝 + 2,… 

This shows that the nbd 𝑁 of (0,0) contains infinitely many points of 𝑆. 

Hence (0,0) is a limit point of 𝑆. 

Thus the derived set of 𝑆 is  

𝑆′ = {(0,0)} ∪ {(
1

𝑚
, 0) :𝑚 ∈ ℕ} ∪ {(0,

1

𝑛
) : 𝑛 ∈ ℕ} 
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 Theorem 1.9.1: Let 𝑭 ⊆ ℝ𝟑. 𝑭 is closed in ℝ𝟑 iff 𝑭′ ⊆ 𝑭. 

Proof: Let 𝐹 be a closed set in ℝ3 and 𝑋 ∈ ℝ3 − 𝐹. Then 𝑋 ∈ 𝐹𝑐 in ℝ3. As 𝐹𝑐 

is open, 𝑋 is an interior point of 𝐹𝑐 in ℝ3. Hence there exists a nbd 𝑁 of 𝑋 such 

that 𝑁 ⊆ 𝐹𝑐, i.e. 𝑁 ∩ 𝐹 = 𝜙. 

This shows that 𝑋 is not a limit point of 𝐹. Hence all limit points of 𝐹 belong 

to 𝐹 in ℝ3, i.e. 𝐹′ ⊆ 𝐹. 

Conversely, let 𝐹′ ⊆ 𝐹 and 𝑋 ∈ 𝐹𝑐 in ℝ3. 

Clearly 𝑋 is not a limit point of 𝐹, as 𝐹′ ⊆ 𝐹. 

Hence there exists a nbd 𝑁 of 𝑋 such that 𝑁 contains at most a finite number 

of points 𝑋1, 𝑋2, … , 𝑋𝑘 of 𝐹. 

Let 𝑋 = (𝑎, 𝑏, 𝑐) and 𝑋𝑖 = (𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖) for 𝑖 = 1,2,… , 𝑘. Let 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑟𝑖 = √(𝑎 − 𝑎𝑖)
2 + (𝑏 − 𝑏𝑖)

2 + (𝑐 − 𝑐𝑖)
2⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡⁡⁡⁡⁡𝑖 = 1,2,… , 𝑘 

i.e. 𝑟𝑖 is the distance between 𝑋 and 𝑋𝑖 for 𝑖 = 1,2,… , 𝑘. 

Let 𝑟 = min{𝑟1, 𝑟2, … , 𝑟𝑘}. 

Then the nbd 𝑁̅ = {(𝑥, 𝑦, 𝑧) ∈ ℝ3: (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 + (𝑧 − 𝑐)2 < 𝑟2} 

does not contain 𝑋1, 𝑋2, … , 𝑋𝑘. 

Hence 𝑁̅ does not contain any point of 𝐹. 

Therefore 𝑁̅ ⊆ 𝐹𝑐 in ℝ3. 

This shows that 𝑋 is an interior point of 𝐹𝑐. 

Hence 𝐹𝑐 is an open set and so 𝐹 is a closed set in ℝ3. 

1.10 Bolzano-Weierstrass Theorem 

Every bounded infinite subset of ℝ3 has a limit point in ℝ3. 

 Note: The following sets in ℝ2 are closed in ℝ2 as 𝐹′ ⊆ 𝐹. 

(i) 𝐹 = {(𝑎, 0): 𝑎 ∈ ℝ} 

(ii) 𝐹 = ℤ × ℤ 

(iii) 𝐹 = 𝑇 × 𝑇 where 𝑇 is a finite set. 

1.11 Exercise 

1. Show that the following sets are neither closed nor open sets in ℝ𝟐. 
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(i) 𝑺 = {(𝒙, 𝒚) ∈ ℝ𝟐: 𝟎 ≤ 𝒙 < 𝟏, 𝟎 ≤ 𝒚 < 𝟏} 

(ii) 𝑺 = {(𝒙, 𝒚) ∈ ℝ𝟐: 𝒚 ≥ 𝟎} 

(iii) 𝑺 = ℚ × ℚ 

(iv) 𝑺 = {(𝒙, 𝒚) ∈ ℝ𝟐: 𝒚 ≥ 𝒙𝟐, |𝒙| < 𝟐} 

1.2. Limit and continuity in ℝ𝒏 

Let  𝐷 ⊆ ℝ𝑛 be a non-empty set and 𝑓: 𝐷 → ℝ be a function on 𝐷, i.e. 

(𝑥1, 𝑥2, … , 𝑥𝑛) ∈ 𝐷 implies 𝑓(𝑥1, 𝑥2, … , 𝑥𝑛) ∈ ℝ. Then 𝑓 is said to be a real 

valued function of 𝑛 variables on 𝐷. If 𝐷 ⊆ ℝ2, 𝑓 is called a function of two 

variables and if 𝐷 ⊆ ℝ3, 𝑓 is called a function of three variables. 

2.1 Limit of a function 

2.1.1 Limit of a function in ℝ𝟐 

Let 𝐷 ⊆ ℝ2, 𝑓:𝐷 → ℝ be a function and (𝑎, 𝑏) be a limit point of 𝐷. A real 

number 𝑙 is said to be a limit or double limit of 𝑓 at (𝑎, 𝑏) if for any 𝜖 > 0, there 

exists 𝛿 > 0 such that 

|𝑓(𝑥, 𝑦) − 𝑙| < 𝜖⁡⁡⁡for⁡all⁡⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿
′(𝑎, 𝑏) ∩ 𝐷 

where 𝑁𝛿
′(𝑎, 𝑏) denotes the deleted 𝛿-neighbourhood of (𝑎, 𝑏). We write it 

as 

lim
(𝑥,𝑦)→(𝑎,𝑏)

𝑓(𝑥, 𝑦) = 𝑙 

2.1.2 Limit of a function in ℝ𝟑 

Let 𝐷 ⊆ ℝ3, 𝑓: 𝐷 → ℝ be a function and (𝑎, 𝑏, 𝑐) be a limit point of 𝐷. A 

real number 𝑙 is said to be a limit or double limit of 𝑓 at (𝑎, 𝑏, 𝑐) if for any 𝜖 > 0, 

there exists 𝛿 > 0 such that 

|𝑓(𝑥, 𝑦, 𝑧) − 𝑙| < 𝜖⁡⁡⁡for⁡all⁡⁡⁡(𝑥, 𝑦, 𝑧) ∈ 𝑁𝛿
′(𝑎, 𝑏, 𝑐) ∩ 𝐷 

where 𝑁𝛿
′(𝑎, 𝑏, 𝑐) denotes the deleted 𝛿-neighbourhood of (𝑎, 𝑏, 𝑐). We 

write it as lim
(𝑥,𝑦,𝑧)→(𝑎,𝑏,𝑐)

𝑓(𝑥, 𝑦, 𝑧) = 𝑙 
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2.1.3 Repeated limit 

Let 𝐷 ⊆ ℝ2, 𝑓: 𝐷 → ℝ be a function and (𝑎, 𝑏) be a limit point of 𝐷. If 

lim
𝑥→𝑎

𝑓(𝑥, 𝑦) exists for all 𝑦, then it is a function of 𝑦, say 𝑔(𝑦). If lim
𝑦→𝑏

𝑔(𝑦) exists, 

then lim
𝑦→𝑏

lim
𝑥→𝑎

𝑓(𝑥, 𝑦) exists and it is called a repeated limit of 𝑓. 

Again if lim
𝑦→𝑏

𝑓(𝑥, 𝑦) exists for all 𝑥, then it is a function of𝑥, say ℎ(𝑥). If 

lim
𝑥→𝑎

ℎ(𝑥) exists, then lim
𝑥→𝑎

lim
𝑦→𝑏

𝑓(𝑥, 𝑦) exists and it is called a repeated limit of 𝑓. 

2.1.3.1 Worked example 

1. Let  

𝒇(𝒙, 𝒚) =
𝒙 𝐬𝐢𝐧 (

𝟏
𝒙)
+ 𝒚

𝒙 + 𝒚
, 𝒙 + 𝒚 ≠ 𝟎 

Show that 𝐥𝐢𝐦
𝒚→𝟎

𝐥𝐢𝐦
𝒙→𝟎

𝒇(𝒙, 𝒚) = 𝟏, but 𝐥𝐢𝐦
𝒙→𝟎

𝐥𝐢𝐦
𝒚→𝟎

𝒇(𝒙, 𝒚) does not exists. 

 We have 

𝑓(𝑥, 𝑦) =
𝑥 sin (

1
𝑥)
+ 𝑦

𝑥 + 𝑦
, 𝑥 + 𝑦 ≠ 0 

Now 

⁡⁡⁡⁡⁡lim
𝑥→0

𝑓(𝑥, 𝑦) 

= lim
𝑥→0

𝑥 sin (
1
𝑥)
+ 𝑦

𝑥 + 𝑦
⁡⁡⁡⁡[for⁡fixed⁡𝑦] 

=
𝑦

𝑦
⁡⁡[
∵ sin (

1

𝑥
) ⁡is⁡a⁡bounded⁡function⁡on⁡𝑁′(0)⁡and

lim
𝑥→0

𝑥 = 0, lim
𝑥→0

𝑥 sin (
1

𝑥
) = 0

] 

= 1 

Therefore 

lim
𝑦→0

lim
𝑥→0

𝑓(𝑥, 𝑦) = lim
𝑦→0

1 = 1 

Again lim
𝑦→0

𝑓(𝑥, 𝑦) = lim
𝑦→0

𝑥 sin(
1

𝑥
)+𝑦

𝑥+𝑦
⁡⁡⁡⁡[for⁡fixed⁡𝑥] = sin (

1

𝑥
) 
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Since lim
𝑥→0

sin (
1

𝑥
) does not exist, by Cauchy’s condition, therefore 

lim
𝑥→0

lim
𝑦→0

sin (
1

𝑥
) does not exit. 

2. Let  

𝒇(𝒙, 𝒚) =
𝒙 − 𝒚 + 𝒙𝟐 + 𝒚𝟐

𝒙 + 𝒚
, 𝒙 > 𝟎, 𝒚 > 𝟎 

Show that both repeated limit exist but they are different. 

3. Let 𝒇(𝒙, 𝒚) = 𝒙𝐬𝐢𝐧 (
𝟏

𝒚
) , 𝒚 ≠ 𝟎. Show that 𝐥𝐢𝐦

𝒚→𝟎
𝐥𝐢𝐦
𝒙→𝟎

𝒇(𝒙, 𝒚) = 𝟏 but 

𝐥𝐢𝐦
𝒙→𝟎

𝐥𝐢𝐦
𝒚→𝟎

𝒇(𝒙, 𝒚) does not exists. 

4. Let  

𝒇(𝒙, 𝒚) =
𝐬𝐢𝐧𝒙 + 𝐬𝐢𝐧 𝟐𝒚

𝐭𝐚𝐧𝟐𝒙 + 𝐭𝐚𝐧𝒚
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

Show that 𝐥𝐢𝐦
𝒚→𝟎

𝐥𝐢𝐦
𝒙→𝟎

𝒇(𝒙, 𝒚) = 𝟐 and 𝐥𝐢𝐦
𝒙→𝟎

𝐥𝐢𝐦
𝒚→𝟎

𝒇(𝒙, 𝒚) =
𝟏

𝟐
.  

5. Let  

𝒇(𝒙, 𝒚) = 𝒙𝒚
𝒙𝟐 − 𝒚𝟐

𝒙𝟐 + 𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

Show that 𝐥𝐢𝐦
(𝒙,𝒚)→(𝟎,𝟎)

𝒇(𝒙, 𝒚) = 𝟎. 

 Let 𝜖 > 0 be arbitrary. 

We note that  

|
𝑥2 − 𝑦2

𝑥2 + 𝑦2
| ≤ 1, |𝑥| ≤ √𝑥2 + 𝑦2, |𝑦| ≤ √𝑥2 + 𝑦2⁡ 

Now  

|𝑓(𝑥, 𝑦) − 𝑓(0,0)| = |𝑥𝑦
𝑥2 − 𝑦2

𝑥2 + 𝑦2
| 

≤ |𝑥𝑦| 

= |𝑥||𝑦| 

≤ 𝑥2 + 𝑦2 < 𝜖 

holds if (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2 = 𝜖 where 𝛿 = √𝜖. 
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Thus for any 𝜖 > 0, there exists 𝛿 > 0 such that |𝑓(𝑥, 𝑦) − 𝑓(0,0)| < 𝜖 

when (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2. 

This shows that lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = 0. 

6. Let  

𝒇(𝒙, 𝒚) =
𝒙𝟑 − 𝒚𝟑

𝒙𝟐 + 𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

Show that 𝐥𝐢𝐦
(𝒙,𝒚)→(𝟎,𝟎)

𝒇(𝒙, 𝒚) = 𝟎. 

 Let 𝜖 > 0 be arbitrary. 

We note that  

|𝑥3 − 𝑦3| ≤ |𝑥3 + 𝑦3|, |𝑥3| ≤ (𝑥2 + 𝑦2)
3
2, |𝑦3| ≤ (𝑥2 + 𝑦2)

3
2⁡ 

Now  

|𝑓(𝑥, 𝑦) − 𝑓(0,0)| = |
𝑥3 − 𝑦3

𝑥2 + 𝑦2
| 

≤ |
𝑥3 + 𝑦3

𝑥2 + 𝑦2
| 

≤
2(𝑥2 + 𝑦2)

3
2

𝑥2 + 𝑦2
 

= 2√𝑥2 + 𝑦2 < 𝜖 

holds if √(𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿 = 𝜖/2 where 𝛿 = 𝜖/2. 

Thus for any 𝜖 > 0, there exists 𝛿 > 0 such that |𝑓(𝑥, 𝑦) − 𝑓(0,0)| < 𝜖 

when √(𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿. 

This shows that lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = 0. 

7. Show that 𝐥𝐢𝐦
(𝒙,𝒚)→(𝟎,𝟎)

𝒇(𝒙, 𝒚) = 𝟎 where 

(i) 𝒇(𝒙, 𝒚) =
𝒙𝟐𝒚𝟐

𝒙𝟐+𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

(ii) 𝒇(𝒙, 𝒚) =
𝒙𝟑𝒚𝟑

𝒙𝟐+𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

(iii) 𝒇(𝒙, 𝒚) =
𝒙𝟒+𝒚𝟒

𝒙𝟐+𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 
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 (iii) Let 𝜖 > 0 be arbitrary. 

Now  

|𝑓(𝑥, 𝑦) − 𝑓(0,0)| = |
𝑥4 + 𝑦4

𝑥2 + 𝑦2
| 

≤ |
𝑥4

𝑥2 + 𝑦2
| + |

𝑦4

𝑥2 + 𝑦2
| 

≤ |
(𝑥2 + 𝑦2)2

𝑥2 + 𝑦2
| + |

(𝑥2 + 𝑦2)2

𝑥2 + 𝑦2
| 

= 2(𝑥2 + 𝑦2) < 𝜖 

holds if (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2 = 𝜖/2 where 𝛿 = √𝜖/2 

Thus for any 𝜖 > 0, there exists 𝛿 > 0 such that |𝑓(𝑥, 𝑦) − 𝑓(0,0)| < 𝜖 

when (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2. 

This shows that lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = 0. 

8. Show that 𝐥𝐢𝐦
(𝒙,𝒚)→(𝟎,𝟎)

𝒇(𝒙, 𝒚) does not exist where 

(i) 𝒇(𝒙, 𝒚) =
𝒙𝟐−𝒚𝟐

𝒙𝟐+𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

(ii) 𝒇(𝒙, 𝒚) =
𝒙𝒚𝟐

𝒙𝟐+𝒚𝟒
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

(iii) 𝒇(𝒙, 𝒚) =
𝒙𝟑+𝒚𝟑

𝒙−𝒚
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

(iv) 𝒇(𝒙, 𝒚) =
𝒙𝟐𝒚

𝒙𝟒+𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

  

(i) Let (𝑥, 𝑦) → (0,0) along the path 𝑦 = 𝑚𝑥. Then 

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = lim
𝑥→0

𝑥2 −𝑚2𝑥2

𝑥2 +𝑚2𝑥2
 

=
1 −𝑚2

1 +𝑚2
⁡⁡⁡[∵ 𝑥 → 0, 𝑥 ≠ 0] 

which is different for different values of 𝑚. Hence lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) does 

not exist. 

(ii) Choose the path 𝑥 = 𝑚𝑦2. 
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(iii) First we let (𝑥, 𝑦) → (0,0) along the path 𝑦 = 0. Then  

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = lim
(𝑥,𝑦)→(0,0)

𝑥3

𝑥
= 0 

Now we let (𝑥, 𝑦) → (0,0) along the path 𝑦 = sin 𝑥. then  

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = lim
(𝑥,𝑦)→(0,0)

𝑥3 + sin3 𝑥

𝑥 − sin 𝑥
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[

0

0
⁡form] 

= lim
(𝑥,𝑦)→(0,0)

3𝑥2 + 3 sin2 𝑥 cos 𝑥

1 − cos 𝑥
⁡⁡⁡⁡⁡[

0

0
⁡form] 

= lim
(𝑥,𝑦)→(0,0)

6𝑥 − 3 sin3 𝑥 + 6 sin 𝑥 cos2 𝑥

sin 𝑥
 

= lim
(𝑥,𝑦)→(0,0)

[6 (
𝑥

sin 𝑥
) − 3 sin2 𝑥 + 6 cos2 𝑥] 

= 6 + 6⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ [∵ lim
𝑥→0

(
𝑥

sin 𝑥
) = 1] 

= 12 

Thus we see that the limiting values are different for two different paths to 

the origin. Hence lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) does not exist. 

Alternative method: 

(iv) let (𝑥, 𝑦) → (0,0) along the path 𝑥 − 𝑦 = 𝑚𝑥3. Then  

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = lim
𝑥→0

𝑥3 + (𝑥 +𝑚𝑥3)3

𝑚𝑥3
 

= lim
𝑥→0

1 + (1 +𝑚𝑥2)3

𝑚
 

=
2

𝑚
 

which is different for different values of 𝑚. Hence lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) does 

not exist. 

(v) Choose the path 𝑦 = 𝑚𝑥2. 

 Note: If two repeated limits exist and not equal, then the double limit does 

not exist. 
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9. Show that 𝐥𝐢𝐦
(𝒙,𝒚)→(𝟎,𝟎)

𝒇(𝒙, 𝒚) does not exist where 

(i) 𝒇(𝒙, 𝒚) =
𝐬𝐢𝐧 𝒙+𝐬𝐢𝐧𝟐𝒚

𝐭𝐚𝐧𝟐𝒙+𝐭𝐚𝐧𝒚
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

(ii) 𝒇(𝒙, 𝒚) =
𝒙−𝒚+𝒙𝟐+𝒚𝟐

𝒙+𝒚
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

[Hint: Here two repeated limits are unequal.] 

10. Let  

𝒇(𝒙, 𝒚) = {
𝒙 𝐬𝐢𝐧

𝟏

𝒚
+ 𝒚𝐬𝐢𝐧

𝟏

𝒙
, 𝒙𝒚 ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, 𝒙𝒚 = 𝟎

 

Show that the double limit of 𝒇 at (𝟎, 𝟎) exists but both the repeated 

limits do not exist at (𝟎, 𝟎). 

 Let 𝜖 > 0 be arbitrary. 

Now  

|𝑓(𝑥, 𝑦) − 𝑓(0,0)| = |𝑥 sin
1

𝑦
+ 𝑦 sin

1

𝑥
| 

≤ |𝑥 sin
1

𝑦
| + |𝑦 sin

1

𝑥
| 

≤ |𝑥| + |𝑦| 

≤ 2√𝑥2 + 𝑦2 < 𝜖 

holds if (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2 = 𝜖2/4 where 𝛿 = 𝜖/2. 

Thus for any 𝜖 > 0, there exists 𝛿 > 0 such that |𝑓(𝑥, 𝑦) − 𝑓(0,0)| < 𝜖 

when (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2. 

This shows that lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = 0. 

Since lim
𝑦→0

sin
1

𝑦
 does not exist, therefore lim

𝑦→0
𝑓(𝑥, 𝑦) does not exists. 

Consequently, lim
𝑥→0

lim
𝑦→0

𝑓(𝑥, 𝑦) does not exists. 

Again lim
𝑥→0

sin
1

𝑥
 does not exist, therefore lim

𝑥→0
𝑓(𝑥, 𝑦) does not exists. 

Consequently, lim
𝑦→0

lim
𝑥→0

𝑓(𝑥, 𝑦) does not exists. 
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11. Let  

𝒇(𝒙, 𝒚) = {
𝟏, 𝒙𝒚 ≠ 𝟎

𝟎, 𝒙𝒚 = 𝟎
 

Show that the repeated limits of 𝒇 exists at (𝟎, 𝟎) and are equal but the 

double limit does not exist at (𝟎, 𝟎). 

 Given 

lim
𝑦→0

𝑓(𝑥, 𝑦) = {
1, 𝑥 ≠ 0

0, 𝑥 = 0
 

Therefore lim
𝑥→0

lim
𝑦→0

𝑓(𝑥, 𝑦) = 1, because 𝑥 → 0 implies 𝑥 ≠ 0. 

Again  

lim
𝑥→0

𝑓(𝑥, 𝑦) = {
1, 𝑦 ≠ 0

0, 𝑦 = 0
 

Therefore lim
𝑦→0

lim
𝑥→0

𝑓(𝑥, 𝑦) = 1, because 𝑦𝑥 → 0 implies 𝑦 ≠ 0. 

Hence the repeated limits exist and are equal to 1. 

Let (𝑥, 𝑦) → (0,0) along the path 𝑦 = 0, i.e. along the 𝑥-axis. Then  

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = lim
𝑥→0

𝑓(𝑥, 0) = lim
𝑥→0

0 = 0 

Again let (𝑥, 𝑦) → (0,0) along the path 𝑦 = 𝑥. Then  

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = lim
𝑥→0

𝑓(𝑥, 𝑥) = lim
𝑥→0

1 = 1 

For two different paths, we get two different limits. Hence 

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) does not exit. 

 Note: The above example shows that even if both the repeated limits 

exist and are equal, the double limit may not exist. 

12. Let  

𝒇(𝒙, 𝒚) =
𝒙𝒚

𝒙𝟐 + 𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎) 

Show that the repeated limits of 𝒇 exists at (𝟎, 𝟎) and are equal but the 

double limit does not exist at (𝟎, 𝟎). 

 



 

 

1.21 
 

13. Let  

𝒇(𝒙, 𝒚) = {
𝒙 𝐬𝐢𝐧

𝟏

𝒚
+
𝒙𝟐 − 𝒚𝟐

𝒙𝟐 + 𝒚𝟐
, 𝒚 ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, 𝒚 = 𝟎

 

Show that 𝐥𝐢𝐦
𝒚→𝟎

𝐥𝐢𝐦
𝒙→𝟎

𝒇(𝒙, 𝒚) exists but neither 𝐥𝐢𝐦
𝒙→𝟎

𝐥𝐢𝐦
𝒚→𝟎

𝒇(𝒙, 𝒚) nor 

𝐥𝐢𝐦
(𝒙,𝒚)→(𝟎,𝟎)

𝒇(𝒙, 𝒚) exist. 

   

lim
𝑥→0

𝑓(𝑥, 𝑦) = lim
𝑥→0

(𝑥 sin
1

𝑦
+
𝑥2 − 𝑦2

𝑥2 + 𝑦2
) 

= −
𝑦2

𝑦2
⁡⁡[∵ ⁡ lim

𝑥→0
(𝑥 sin

1

𝑦
) = 0] 

= −1 

∴ ⁡ lim
𝑦→0

lim
𝑥→0

𝑓(𝑥, 𝑦) = lim
𝑦→0

(−1) = −1 

Hence lim
𝑦→0

lim
𝑥→0

𝑓(𝑥, 𝑦) exists. 

Since lim
𝑦→0

(𝑥 sin
1

𝑦
) does not exist, by Cauchy’s condition, therefore 

lim
𝑦→0

𝑓(𝑥, 𝑦) does not exist and consequently lim
𝑥→0

lim
𝑦→0

𝑓(𝑥, 𝑦) does not exist. 

Let 𝑓(𝑥, 𝑦) = 𝑔(𝑥, 𝑦) + ℎ(𝑥, 𝑦) 

where  

𝑔(𝑥, 𝑦) = {
𝑥 sin

1

𝑦
, 𝑦 ≠ 0

0⁡⁡⁡⁡, 𝑦 = 0

 

and 

ℎ(𝑥, 𝑦) = {

𝑥2 − 𝑦2

𝑥2 + 𝑦2
, 𝑥𝑦 ≠ 0

0⁡⁡⁡⁡⁡⁡⁡, 𝑥𝑦 = 0

 

Now  

lim
(𝑥,𝑦)→(0,0)

𝑔(𝑥, 𝑦) = lim
(𝑥,𝑦)→(0,0)

𝑥 sin
1

𝑦
= 0 
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Let (𝑥, 𝑦) → (0,0) along the path 𝑦 = 𝑚𝑥. Then 

lim
(𝑥,𝑦)→(0,0)

ℎ(𝑥, 𝑦) = lim
𝑥→0

𝑥2 −𝑚2𝑥2

𝑥2 +𝑚2𝑥2
=
1 −𝑚2

1 +𝑚2
 

which is different for different values of 𝑚. Hence lim
(𝑥,𝑦)→(0,0)

ℎ(𝑥, 𝑦) does 

not exist and consequently, lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) does not exist. 

14. Let  

𝒇(𝒙, 𝒚) = {
𝒚 𝐬𝐢𝐧

𝟏

𝒙
+

𝒙𝒚

𝒙𝟐 + 𝒚𝟐
, 𝒙 ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, 𝒙 = 𝟎

 

Show that 𝐥𝐢𝐦
𝒙→𝟎

𝐥𝐢𝐦
𝒚→𝟎

𝒇(𝒙, 𝒚) exists but neither 𝐥𝐢𝐦
𝒚→𝟎

𝐥𝐢𝐦
𝒙→𝟎

𝒇(𝒙, 𝒚) nor 

𝐥𝐢𝐦
(𝒙,𝒚)→(𝟎,𝟎)

𝒇(𝒙, 𝒚) exist. 

 Theorem 1.3.1: Let 𝐷 ⊆ ℝ2, 𝑓:𝐷 → ℝ be a function and (𝑎, 𝑏) be a limit 

point of 𝐷. Let lim
(𝑥,𝑦)→(𝑎,𝑏)

𝑓(𝑥, 𝑦) exist and equal to 𝐴. Let lim
𝑥→𝑎

𝑓(𝑥, 𝑦) exist for 

each fixed value of 𝑦 in the deleted neighbourhood of 𝑏 and lim
𝑦→𝑏

𝑓(𝑥, 𝑦) exist for 

each fixed value of 𝑥 in the deleted neighbourhood of 𝑎. Then lim
𝑥→𝑎

lim
𝑦→𝑏

𝑓(𝑥, 𝑦) =

lim
𝑦→𝑏

lim
𝑥→𝑎

𝑓(𝑥, 𝑦) = 𝐴. 

Proof: Since lim
𝑥→𝑎

𝑓(𝑥, 𝑦) exists, let lim
𝑥→𝑎

𝑓(𝑥, 𝑦) = 𝑔(𝑦). 

Let 𝜖 > 0 be arbitrary. Then for fixed value of 𝑦, there exists 𝛿1 > 0 such 

that  

⁡⁡⁡⁡⁡⁡⁡|𝑓(𝑥, 𝑦) − 𝑔(𝑦)| <
𝜖

2
⁡⁡⁡⁡for⁡all⁡𝑥⁡satisfying⁡0 < |𝑥 − 𝑎| < 𝛿1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Again lim
(𝑥,𝑦)→(𝑎,𝑏)

𝑓(𝑥, 𝑦) exists and equal to 𝐴. Then for the above chosen 

𝜖 > 0, there exists 𝛿2 > 0 such that 

|𝑓(𝑥, 𝑦) − 𝐴| <
𝜖

2
⁡∀⁡𝑥, 𝑦⁡satisfying⁡0 < |𝑥 − 𝑎| < 𝛿1, 0 < |𝑦 − 𝑏|

< 𝛿2⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 
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Now (1) holds for each fixed value of 𝑦. Therefore for 0 < |𝑦 − 𝑏| < 𝛿2, 

there exists 𝛿3 > 0 such that  

⁡⁡⁡⁡⁡⁡⁡⁡⁡|𝑓(𝑥, 𝑦) − 𝑔(𝑦)| <
𝜖

2
⁡⁡⁡⁡for⁡all⁡𝑥⁡satisfying⁡0 < |𝑥 − 𝑎| < 𝛿3⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(3) 

Let 𝛿 = min{𝛿2, 𝛿3} > 0. Then (2) and (3) hold for all 𝑥 satisfying 0 <

|𝑥 − 𝑎| < 𝛿, 0 < |𝑦 − 𝑏| < 𝛿. Now 

|𝑔(𝑦) − 𝐴| = |𝑓(𝑥, 𝑦) − 𝐴 + 𝑔(𝑦) − 𝑓(𝑥, 𝑦)| 

≤ |𝑓(𝑥, 𝑦) − 𝐴| + |𝑓(𝑥, 𝑦) − 𝑔(𝑦)| 

<
𝜖

2
+
𝜖

2
= 𝜖 

for all 𝑦 satisfying 0 < |𝑦 − 𝑏| < 𝛿. 

This shows that lim
𝑦→𝑏

𝑔(𝑦) = 𝐴, i.e. lim
𝑦→𝑏

lim
𝑥→𝑎

𝑓(𝑥, 𝑦) = 𝐴. 

Similarly we can show that lim
𝑥→𝑎

lim
𝑦→𝑏

𝑓(𝑥, 𝑦) = 𝐴. 

Thus lim
𝑥→𝑎

lim
𝑦→𝑏

𝑓(𝑥, 𝑦) = lim
𝑦→𝑏

lim
𝑥→𝑎

𝑓(𝑥, 𝑦) = 𝐴. 

This completes the proof. 

1.3. Continuity of a function 
3.1 Continuity in ℝ𝟐 

Let 𝐷 ⊆ ℝ2, 𝑓: 𝐷 → ℝ be a function and (𝑎, 𝑏) ∈ 𝐷. Then 𝑓 is said to be 

continuous at (𝑎, 𝑏) if for any 𝜖 > 0, there exists 𝛿 > 0 such that 

|𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)| < 𝜖 for all (𝑥, 𝑦) ∈ 𝑁𝛿
′(𝑎, 𝑏) ∩ 𝐷 

i.e., lim
(𝑥,𝑦)→(𝑎,𝑏)

𝑓(𝑥, 𝑦) = 𝑓(𝑎, 𝑏) 

i.e., lim
(ℎ,𝑘)→(00)

𝑓(𝑎 + ℎ, 𝑏 + 𝑘) = 𝑓(𝑎, 𝑏) where (𝑎 + ℎ, 𝑏 + 𝑘) ∈ 𝐷. 

3.2 Continuity in ℝ𝟑 

Let 𝐷 ⊆ ℝ3, 𝑓: 𝐷 → ℝ be a function and (𝑎, 𝑏, 𝑐) ∈ 𝐷. Then 𝑓 is said to be 

continuous at (𝑎, 𝑏, 𝑐) if for any 𝜖 > 0, there exists 𝛿 > 0 such that 

|𝑓(𝑥, 𝑦, 𝑧) − 𝑓(𝑎, 𝑏, 𝑐)| < 𝜖 for all (𝑥, 𝑦, 𝑧) ∈ 𝑁𝛿
′(𝑎, 𝑏, 𝑐) ∩ 𝐷 

i.e., lim
(𝑥,𝑦,𝑧)→(𝑎,𝑏,𝑐)

𝑓(𝑥, 𝑦, 𝑧) = 𝑓(𝑎, 𝑏, 𝑐). 
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3.3 Exercise 

1. Show that 𝒇 is continuous at (𝟎, 𝟎) where 

(𝒊)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {

𝒙𝟑 − 𝒚𝟑

𝒙𝟐 + 𝒚𝟐
, 𝒙𝟐 + 𝒚𝟐 ≠ 𝟎

𝟎⁡⁡⁡⁡, 𝒙𝟐 + 𝒚𝟐 = 𝟎

 

(𝒊𝒊)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {
(𝒑𝒙 + 𝒒𝒚) 𝐬𝐢𝐧

𝒙

𝒚
, 𝒚 ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, 𝒚 = 𝟎

 

(𝒊𝒊𝒊)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {

𝒙𝒚

√𝒙𝟐 + 𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎)

𝟎⁡⁡⁡⁡⁡⁡, (𝒙, 𝒚) = (𝟎, 𝟎)

 

(𝒊𝒗)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {
𝒙𝒚
𝒙𝟐 − 𝒚𝟐

𝒙𝟐 + 𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎)

𝟎⁡⁡⁡⁡⁡⁡, (𝒙, 𝒚) = (𝟎, 𝟎)

 

  

(i) Let 𝜖 > 0 be arbitrary. Then 

|𝑓(𝑥, 𝑦) − 𝑓(0,0)| 

= |
𝑥3 − 𝑦3

𝑥2 + 𝑦2
| 

≤
|𝑥3|

𝑥2 + 𝑦2
+

|𝑦3|

𝑥2 + 𝑦2
 

=
|𝑥|3

𝑥2 + 𝑦2
+

|𝑦|3

𝑥2 + 𝑦2
 

≤
(𝑥2 + 𝑦2)

3
2

𝑥2 + 𝑦2
+
(𝑥2 + 𝑦2)

3
2

𝑥2 + 𝑦2
⁡⁡⁡⁡[∵ ⁡ |𝑥| ≤ √𝑥2 + 𝑦2, |𝑦| ≤ √𝑥2 + 𝑦2] 

≤
2(𝑥2 + 𝑦2)

3
2

𝑥2 + 𝑦2
 

= 2√𝑥2 + 𝑦2 < 𝜖 

holds if (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2 = 𝜖2/4 where 𝛿 = 𝜖/2. 
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Therefore |𝑓(𝑥, 𝑦) − 𝑓(0,0)| < 𝜖 whenever (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2 

holds. 

This shows that 𝑓(𝑥, 𝑦) is continuous at (0,0). 

(ii) Let 𝜖 > 0 be arbitrary. Then 

|𝑓(𝑥, 𝑦) − 𝑓(0,0)| 

= |(𝑝𝑥 + 𝑞𝑦) sin
𝑥

𝑦
| 

≤ |(𝑝𝑥 + 𝑞𝑦)|⁡⁡[∵ ⁡ |sin
𝑥

𝑦
| ≤ 1] 

≤ |𝑝𝑥| + |𝑞𝑦| 

= |𝑝||𝑥| + |𝑞||𝑦| 

≤ (|𝑝| + |𝑞|)√𝑥2 + 𝑦2 < 𝜖 

holds if (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2 =
𝜖2

(|𝑝|+|𝑞|)2
 where 𝛿 = 𝜖/(|𝑝| + |𝑞|). 

Therefore |𝑓(𝑥, 𝑦) − 𝑓(0,0)| < 𝜖 whenever (𝑥 − 0)2 + (𝑦 − 0)2 < 𝛿2 

holds. 

This shows that 𝑓(𝑥, 𝑦) is continuous at (0,0). 

(iii) Hint: |𝑥| ≤ √𝑥2 + 𝑦2 and |𝑦| ≤ √𝑥2 + 𝑦2. So 
𝑥𝑦

√𝑥2+𝑦2
≤ √𝑥2 + 𝑦2. 

(iv) Hint: |𝑥| ≤ √𝑥2 + 𝑦2, |𝑦| ≤ √𝑥2 + 𝑦2 and |
𝑥2−𝑦2

𝑥2+𝑦2
| ≤ 1. So |𝑥𝑦

𝑥2−𝑦2

𝑥2+𝑦2
| ≤

|𝑥𝑦| ≤ 𝑥2 + 𝑦2. 

2. Show that 𝒇 is not continuous at (𝟎, 𝟎) where 

(𝒊)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {

𝒙𝒚

√𝒙𝟒 + 𝒚𝟒
, (𝒙, 𝒚) ≠ (𝟎, 𝟎)

𝟎⁡⁡⁡⁡, (𝒙, 𝒚) = (𝟎, 𝟎)

 

(𝒊𝒊)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {

𝒙𝟒 + 𝒚𝟒

𝒙 − 𝒚
⁡, 𝒙 ≠ 𝒚

𝟎⁡⁡⁡⁡⁡, 𝒙 = 𝒚

 

(𝒊𝒊𝒊)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {

𝒙𝟑 + 𝒚𝟑

𝒙 − 𝒚
⁡, 𝒙 ≠ 𝒚

𝟎⁡⁡⁡⁡⁡, 𝒙 = 𝒚
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(𝒊𝒗)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {

𝐬𝐢𝐧(𝒙𝟒 + 𝒚𝟒)

(𝒙𝟒 + 𝒚𝟒)
⁡ , (𝒙, 𝒚) ≠ (𝟎, 𝟎)

𝟎⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, (𝒙, 𝒚) = (𝟎, 𝟎)

 

  
(i) Let (𝑥, 𝑦) → (0,0) along the path 𝑦 = 𝑚𝑥. Then  

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = lim
𝑥→0

𝑚𝑥2

√𝑥4 +𝑚4𝑥4
=

𝑚

√1 +𝑚4
 

which is different for different values of 𝑚. Hence lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) does 

not exist. 

Therefore 𝑓 is not continuous at (0,0). 

(ii) Let (𝑥, 𝑦) → (0,0) along the path 𝑥 − 𝑦 = 𝑚𝑥4. Then  

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = lim
𝑥→0

𝑥4 + (𝑥 −𝑚𝑥4)4

𝑚𝑥4
= lim

𝑥→0

1 + (1 −𝑚𝑥3)4

𝑚
=
2

𝑚
 

which is different for different values of 𝑚. Hence lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) does 

not exist. 

Therefore 𝑓 is not continuous at (0,0). 

(iii) Hint: Choose the path 𝑥 − 𝑦 = 𝑚𝑥3. 

(iv) Hint: Choose the path 𝑦 = 𝑚𝑥 and applying L’Hospital rule, obtain the 

limit to be 1. Show lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) ≠ 𝑓(0,0). 

3. Show that 𝒇 is not continuous at (𝟎, 𝟎) where 

(𝒊)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {

𝒙𝒚 + 𝒛

𝒙𝟐 + 𝒚𝟐 + 𝒛𝟐
, (𝒙, 𝒚, 𝒛) ≠ (𝟎, 𝟎)

𝟎⁡⁡⁡⁡, (𝒙, 𝒚, 𝒛) = (𝟎, 𝟎)

 

(𝒊𝒊)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝒇(𝒙, 𝒚) = {

𝒙𝟐 − 𝒚𝟐 + 𝒛𝟐

𝒙𝟐 + 𝒚𝟐 + 𝒛𝟐
⁡ , (𝒙, 𝒚, 𝒛) ≠ (𝟎, 𝟎)

𝟎⁡⁡⁡⁡⁡, (𝒙, 𝒚, 𝒛) = (𝟎, 𝟎)

 

  
(i) Hint: Choose the path 𝑦 = 𝑚𝑥, 𝑧 = 0. 

(ii) Hint: Choose the path 𝑦 = 𝑚𝑥, 𝑧 = 0. 
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 Theorem 3.1: Let 𝑫 ⊆ ℝ𝟐, 𝒇:𝑫 → ℝ be a function continuous at 

(𝒂, 𝒃) ∈ 𝑫. Then there exists a neighbourhood of (𝒂, 𝒃) in which 𝒇(𝒙, 𝒚) is 

bounded. 

Proof: Since 𝑓 is continuous at (𝑎, 𝑏), therefore for 𝜖 = 1, there exists 𝛿 > 0 

such that 

|𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)| < 1⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿
′(𝑎, 𝑏) ∩ 𝐷 

⟹ 𝑓(𝑎, 𝑏) − 1 < 𝑓(𝑥, 𝑦) < 𝑓(𝑎, 𝑏) + 1⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿
′(𝑎, 𝑏) ∩ 𝐷 

Let 𝑚 = 𝑓(𝑎, 𝑏) − 1 and 𝑀 = 𝑓(𝑎, 𝑏) + 1. Then 𝑚,𝑀 ∈ ℝ. Thus 

𝑚 < 𝑓(𝑥, 𝑦) < 𝑀⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿
′(𝑎, 𝑏) ∩ 𝐷 

This shows that 𝑓 is bounded in 𝑁𝛿
′(𝑎, 𝑏) ∩ 𝐷. 

This completes the proof. 

 Note: Consider the function 

𝑓(𝑥, 𝑦) = {

1

𝑥2 + 𝑦2
, 𝑥2 + 𝑦2 ≠ 0

0⁡⁡⁡⁡⁡⁡⁡⁡, 𝑥2 + 𝑦2 ≠ 0

 

Since 𝑓 is not bounded in every neighbourhood of (0,0), therefore 𝑓 is not 

continuous at (0,0). 

 Theorem 3.2: Let 𝑫 ⊆ ℝ𝟐, 𝒇, 𝒈:𝑫 → ℝ be two functions continuous at 

(𝒂, 𝒃) ∈ 𝑫. Then  

(i) |𝒇| is continuous at (𝒂, 𝒃). 

(ii) 𝒄𝒇 is continuous at (𝒂, 𝒃) where 𝒄 ≠ 𝟎. 

(iii) 𝒇 ± 𝒈 is continuous at (𝒂, 𝒃). 

(iv) 𝒇𝒈 is continuous at (𝒂, 𝒃). 

(v) 𝒇/𝒈 is continuous at (𝒂, 𝒃) provided 𝒈(𝒙, 𝒚) ≠ 𝟎 in 𝑫. 

Proof:  

(i) 𝑓:𝐷 → ℝ is defined by |𝑓|(𝑥, 𝑦) = |𝑓(𝑥, 𝑦)|, (𝑥, 𝑦) ∈ 𝐷. 

||𝑓|(𝑥, 𝑦) − |𝑓|(𝑎, 𝑏)| = ||𝑓(𝑥, 𝑦)| − |𝑓(𝑎, 𝑏)|| ≤ |𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)| 

Since 𝑓 is continuous at (𝑎, 𝑏), therefore for arbitrarily chosen 𝜖 > 0, there 

exists 𝛿 > 0 such that 
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|𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)| < 𝜖⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿
′(𝑎, 𝑏) ∩ 𝐷 

Therefore ||𝑓|(𝑥, 𝑦) − |𝑓|(𝑎, 𝑏)| ≤ |𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)| < 𝜖 for all (𝑥, 𝑦) ∈

𝑁𝛿
′(𝑎, 𝑏) ∩ 𝐷. 

This shows that |𝑓| is continuous at (𝑎, 𝑏). 

(iv) We have 

⁡⁡⁡⁡⁡|𝑓𝑔(𝑥, 𝑦) − 𝑓𝑔(𝑎, 𝑏)| 

= |𝑓(𝑥, 𝑦)𝑔(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)𝑔(𝑎, 𝑏)| 

= |𝑓(𝑥, 𝑦){𝑔(𝑥, 𝑦) − 𝑔(𝑎, 𝑏)} − 𝑔(𝑎, 𝑏){𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)}| 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡≤ |𝑓(𝑥, 𝑦)||𝑔(𝑥, 𝑦) − 𝑔(𝑎, 𝑏)| + |𝑔(𝑎, 𝑏)||𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)|⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Let 𝜖 > 0 be arbitrary. 

Since 𝑓(𝑥, 𝑦) is continuous at (𝑎, 𝑏), therefore for the above chosen 𝜖 > 0, 

there exists 𝛿1 > 0 such that 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡|𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)| < 𝜖⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦)

∈ 𝑁𝛿1
′ (𝑎, 𝑏) ∩ 𝐷⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 

Since ||𝑓(𝑥, 𝑦)| − |𝑓(𝑎, 𝑏)|| ≤ |𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)|, it follows that 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡||𝑓(𝑥, 𝑦)| − |𝑓(𝑎, 𝑏)|| < 𝜖⁡⁡for⁡all⁡⁡(𝑥, 𝑦)

∈ 𝑁𝛿1
′ (𝑎, 𝑏) ∩ 𝐷⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

⟹ |𝑓(𝑎, 𝑏)| − 𝜖 < |𝑓(𝑥, 𝑦)| < |𝑓(𝑎, 𝑏)| + 𝜖⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿1
′ (𝑎, 𝑏) ∩ 𝐷 

Let 𝐵′ = |𝑓(𝑎, 𝑏)| + 𝜖. Then |𝑓(𝑥, 𝑦)| < 𝐵′ for all (𝑥, 𝑦) ∈ 𝑁𝛿1
′ (𝑎, 𝑏) ∩ 𝐷. 

Let 𝐵 = max{𝐵′, |𝑔(𝑎, 𝑏)|} > 0. Therefore, from (1) 

⁡⁡⁡|𝑓𝑔(𝑥, 𝑦) − 𝑓𝑔(𝑎, 𝑏)|

< 𝐵|𝑔(𝑥, 𝑦) − 𝑔(𝑎, 𝑏)| + 𝐵|𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)|⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(3) 

Since 𝑓(𝑥, 𝑦) is continuous at (𝑎, 𝑏), therefore for the above chosen 𝜖 > 0, 

there exists 𝛿2 > 0 such that 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡|𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)| <
𝜖

2𝐵
⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦)

∈ 𝑁𝛿2
′ (𝑎, 𝑏) ∩ 𝐷⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(4) 

Since 𝑔(𝑥, 𝑦) is continuous at (𝑎, 𝑏), therefore for the above chosen 𝜖 > 0, 

there exists 𝛿3 > 0 such that 
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⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡|𝑔(𝑥, 𝑦) − 𝑔(𝑎, 𝑏)| <
𝜖

2𝐵
⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿3

′ (𝑎, 𝑏) ∩ 𝐷⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(5) 

Let 𝛿 = min{𝛿1, 𝛿2, 𝛿3}. Then (4) and (5) hold for all (𝑥, 𝑦) ∈ 𝑁𝛿
′(𝑎, 𝑏) ∩

𝐷. 

Thus from (3), 

|𝑓𝑔(𝑥, 𝑦) − 𝑓𝑔(𝑎, 𝑏)| < 𝐵.
𝜖

2𝐵
+ 𝐵.

𝜖

2𝐵
= 𝜖⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿

′(𝑎, 𝑏) ∩ 𝐷 

This shows that 𝑓𝑔 is continuous at (𝑎, 𝑏). 

(v) First we prove that 1/𝑔 is continuos at (𝑎, 𝑏) if 𝑔(𝑥, 𝑦) ≠ 0 for all (𝑥, 𝑦) ∈

𝐷. 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡|
1

𝑔
(𝑥, 𝑦) −

1

𝑔
(𝑎, 𝑏)| = |

1

𝑔(𝑥, 𝑦)
−

1

𝑔(𝑎, 𝑏)
| =

|𝑔(𝑥, 𝑦) − 𝑔(𝑎, 𝑏)|

|𝑔(𝑥, 𝑦)||𝑔(𝑎, 𝑏)|
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Let 𝜖 = |𝑔(𝑎, 𝑏)|/2. Since 𝑔 is continuous at (𝑎, 𝑏), there exists 𝛿1 > 0 

such that 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡|𝑔(𝑥, 𝑦) − 𝑔(𝑎, 𝑏)| <
|𝑔(𝑎, 𝑏)|

2
⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿1

′ (𝑎, 𝑏) ∩ 𝐷⁡⁡ 

Now  

⁡||𝑔(𝑥, 𝑦)| − |𝑔(𝑎, 𝑏)|| ≤ |𝑔(𝑥, 𝑦) − 𝑔(𝑎, 𝑏)| <
|𝑔(𝑎, 𝑏)|

2
 

⟹ |𝑔(𝑎, 𝑏)| −
|𝑔(𝑎, 𝑏)|

2
< |𝑔(𝑥, 𝑦)| < |𝑔(𝑎, 𝑏)| −

|𝑔(𝑎, 𝑏)|

2
 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⟹ |𝑔(𝑥, 𝑦)| >
|𝑔(𝑎, 𝑏)|

2
 

⟹ |𝑔(𝑥, 𝑦)||𝑔(𝑎, 𝑏)| >
|𝑔(𝑎, 𝑏)|2

2
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 

for all (𝑥, 𝑦) ∈ 𝑁𝛿1
′ (𝑎, 𝑏) ∩ 𝐷. 

Let 𝜖 > 0 be arbitrary. Since 𝑔 is continuous at (𝑎, 𝑏), there exists 𝛿2 > 0 

such that 

⁡⁡⁡⁡⁡⁡⁡⁡⁡|𝑔(𝑥, 𝑦) − 𝑔(𝑎, 𝑏)| <
|𝑔(𝑎, 𝑏)|2𝜖

2
⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿2

′ (𝑎, 𝑏) ∩ 𝐷⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(3) 

Let 𝛿 = min{𝛿1, 𝛿2} > 0. Then, using (1), (2) and (3), we obtain 

|
1

𝑔
(𝑥, 𝑦) −

1

𝑔
(𝑎, 𝑏)| < 𝜖⁡⁡⁡for⁡all⁡⁡(𝑥, 𝑦) ∈ 𝑁𝛿

′(𝑎, 𝑏) ∩ 𝐷 



 

 

1.30 
 

This shows that 1/𝑔 is continuous at (𝑎, 𝑏).  

Since 𝑓 is also continuous at (𝑎, 𝑏), therefore 𝑓/𝑔 is also continuous at 

(𝑎, 𝑏).  

 Theorem 3.3: Let 𝑫 ⊆ ℝ𝟐, 𝒇:𝑫 → ℝ be a continuous function at 

(𝒂, 𝒃) ∈ 𝑫. Then the functions 𝒇(𝒙, 𝒃) and 𝒇(𝒂, 𝒚) are continuous at 𝒙 = 𝒂 

and 𝒚 = 𝒃 respectively. 

Proof: Since 𝑓 is continuous at (𝑎, 𝑏), therefore for arbitrarily chosen 𝜖 > 0, 

there exists 𝛿 > 0 such that |𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)| < 𝜖 for (𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 <

𝛿2⁡⁡⁡(1) 

The above relation holds for 𝑦 = 𝑏 also. Therefore 

|𝑓(𝑥, 𝑏) − 𝑓(𝑎, 𝑏)| < 𝜖⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡(𝑥 − 𝑎)2 < 𝛿2 

i. e.⁡⁡⁡⁡⁡⁡|𝑓(𝑥, 𝑏) − 𝑓(𝑎, 𝑏)| < 𝜖⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡|𝑥 − 𝑎| < 𝛿 

This shows that 𝑓(𝑥, 𝑏) is continuous at 𝑥 = 𝑎. 

Similarly (1) holds for 𝑥 = 𝑎 also. Proceeding as before, we get 

|𝑓(𝑎, 𝑦) − 𝑓(𝑎, 𝑏)| < 𝜖⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡|𝑦 − 𝑏| < 𝛿 

This shows that 𝑓(𝑎, 𝑦) is continuous at 𝑦 = 𝑏. 

 Note: Converse of this theorem is not true. Consider the function 

𝑓(𝑥, 𝑦) = {

𝑥𝑦

𝑥2 + 𝑦2
, (𝑥, 𝑦) ≠ (0,0)

0⁡⁡⁡⁡⁡⁡⁡, (𝑥, 𝑦) = (0,0)

 

Here 𝑓(𝑥, 0) = 0 = 𝑓(0,0) and 𝑓(0, 𝑦) = 0 = 𝑓(0,0) 

∴ Both 𝑓(𝑥, 0) and 𝑓(0, 𝑦) are continuous at 𝑥 = 0 and 𝑦 = 0 respectively. 

Let (𝑥, 𝑦) → 0 along the path 𝑦 = 𝑚𝑥. Then 

lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) = lim
𝑥→0

𝑚𝑥2

(1 + 𝑚2)𝑥2
=

𝑚

1 +𝑚2
 

which is different for different values of 𝑚. Therefore lim
(𝑥,𝑦)→(0,0)

𝑓(𝑥, 𝑦) does 

not exist. Hence 𝑓 is not continuous at (0,0).  

 Theorem 3.4: Let 𝑫 ⊆ ℝ𝟐, 𝒇:𝑫 → ℝ be a continuous function at 

(𝒂, 𝒃) ∈ 𝑫. If 𝒇(𝒂, 𝒃) ≠ 𝟎, then there exists a neighbourhood of (𝒂, 𝒃) in 
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which 𝒇(𝒙, 𝒚) and 𝒇(𝒂, 𝒃) have the same sign. 

Proof: Since 𝑓 is continuous at (𝑎, 𝑏), therefore for arbitrarily chosen 𝜖 =

|𝑓(𝑎, 𝑏)|/2, there exists 𝛿 > 0 such that 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡|𝑓(𝑥, 𝑦) − 𝑓(𝑎, 𝑏)| <
|𝑓(𝑎, 𝑏)|

2
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡all⁡⁡⁡⁡⁡(𝑥, 𝑦)

∈ 𝑁𝛿(𝑎, 𝑏) ∩ 𝐷 

⟹ 𝑓(𝑎, 𝑏) −
|𝑓(𝑎, 𝑏)|

2
< 𝑓(𝑥, 𝑦) < 𝑓(𝑎, 𝑏) +

|𝑓(𝑎, 𝑏)|

2
⁡ 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡all⁡(𝑥, 𝑦) ∈ 𝑁𝛿(𝑎, 𝑏) ∩ 𝐷⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Two cases arise: 

Case-1: |𝒇(𝒂, 𝒃)| > 𝟎 

Then (1) becomes 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡0 <
𝑓(𝑎, 𝑏)

2
< 𝑓(𝑥, 𝑦) <

3𝑓(𝑎, 𝑏)

2
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡all⁡(𝑥, 𝑦) ∈ 𝑁𝛿(𝑎, 𝑏) ∩ 𝐷 

⟹ 𝑓(𝑥, 𝑦) > 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡all⁡(𝑥, 𝑦) ∈ 𝑁𝛿(𝑎, 𝑏) ∩ 𝐷 

Thus 𝑓(𝑥, 𝑦) and 𝑓(𝑎, 𝑏) are of same sign. 

Case-2: |𝒇(𝒂, 𝒃)| < 𝟎 

Then (1) becomes 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
3𝑓(𝑎, 𝑏)

2
< 𝑓(𝑥, 𝑦) <

𝑓(𝑎, 𝑏)

2
< 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡all⁡(𝑥, 𝑦) ∈ 𝑁𝛿(𝑎, 𝑏) ∩ 𝐷 

⟹ 𝑓(𝑥, 𝑦) < 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡all⁡(𝑥, 𝑦) ∈ 𝑁𝛿(𝑎, 𝑏) ∩ 𝐷 

Thus 𝑓(𝑥, 𝑦) and 𝑓(𝑎, 𝑏) are of same sign. 

This completes the proof. 

1.4. Partial Derivatives 

4.1 First order partial derivatives 

4.1.1 In ℝ𝟐 

Let 𝐷 ⊆ ℝ2. Let 𝑓:𝐷 → ℝ be a function and (𝑥, 𝑦) be an interior point of 

𝐷.  
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i) If  lim
ℎ→0

𝑓(𝑥+ℎ,𝑦)−𝑓(𝑥,𝑦)

ℎ
 exists finitely, then it is called the first order partial 

derivative with respect to 𝑥 and is denoted by 
𝜕𝑓

𝜕𝑥
|
(𝑥,𝑦)

 or 𝑓𝑥(𝑥, 𝑦). 

ii) If  lim
𝑘→0

𝑓(𝑥,𝑦+𝑘)−𝑓(𝑥,𝑦)

𝑘
 exists finitely, then it is called the first order partial 

derivative with respect to 𝑦 and is denoted by 
𝜕𝑓

𝜕𝑦
|
(𝑥,𝑦)

 or 𝑓𝑦(𝑥, 𝑦). 

4.1.2 In ℝ𝟑 

Let 𝐷 ⊆ ℝ3. Let 𝑓:𝐷 → ℝ be a function and (𝑥, 𝑦, 𝑧) be an interior point of 

𝐷.  

i) If  lim
ℎ→0

𝑓(𝑥+ℎ,𝑦,𝑧)−𝑓(𝑥,𝑦,𝑧)

ℎ
 exists finitely, then it is called the first order 

partial derivative with respect to 𝑥 and is denoted by 
𝜕𝑓

𝜕𝑥
|
(𝑥,𝑦,𝑧)

 or 𝑓𝑥(𝑥, 𝑦, 𝑧). 

ii) If lim
𝑘→0

𝑓(𝑥,𝑦+𝑘,𝑧)−𝑓(𝑥,𝑦,𝑧)

𝑘
 exists finitely, then it is called the first order 

partial derivative with respect to 𝑦 and is denoted by 
𝜕𝑓

𝜕𝑦
|
(𝑥,𝑦,𝑧)

 or 𝑓𝑦(𝑥, 𝑦, 𝑧). 

iii) If lim
𝑙→0

𝑓(𝑥,𝑦,𝑧+𝑙)−𝑓(𝑥,𝑦,𝑧)

𝑙
 exists finitely, then it is called the first order partial 

derivative with respect to 𝑧 and is denoted by 
𝜕𝑓

𝜕𝑧
|
(𝑥,𝑦,𝑧)

 or 𝑓𝑧(𝑥, 𝑦, 𝑧). 

4.1.3 Examples 

1. Find all the first order partial derivatives of 

𝒇(𝒙, 𝒚) = {

𝒙𝒚

𝒙𝟐 + 𝒚𝟐
, 𝒙𝟐 + 𝒚𝟐 ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡, 𝒙𝟐 + 𝒚𝟐 = 𝟎

 

 Let 𝑥2 + 𝑦2 ≠ 0. Then 

𝑓𝑥(𝑥, 𝑦) =
𝑦

𝑥2 + 𝑦2
−

2𝑥2𝑦

(𝑥2 + 𝑦2)2
=
𝑦(𝑦2 − 𝑥2)

(𝑥2 + 𝑦2)2
 

𝑓𝑥(𝑥, 𝑦) =
𝑥

𝑥2 + 𝑦2
−

2𝑥𝑦2

(𝑥2 + 𝑦2)2
=
𝑥(𝑥2 − 𝑦2)

(𝑥2 + 𝑦2)2
 

Now when 𝑥2 + 𝑦2 = 0, i.e. when 𝑥 = 𝑦 = 0, then 
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𝑓𝑥(0,0) = lim
ℎ→0

𝑓(0 + ℎ, 0) − 𝑓(0,0)

ℎ
 

= lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
 

= lim
ℎ→0

0 − 0

ℎ
= 0 

and⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑦(0,0) = lim
𝑘→0

𝑓(0,0 + 𝑘) − 𝑓(0,0)

𝑘
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

= lim
𝑘→0

𝑓(0, 𝑘) − 𝑓(0,0)

𝑘
 

= lim
𝑘→0

0 − 0

𝑘
 

= 0⁡⁡ 

Therefore 

𝑓𝑥(𝑥, 𝑦) = {

𝑦(𝑦2 − 𝑥2)

(𝑥2 + 𝑦2)2
, 𝑥2 + 𝑦2 ≠ 0

0⁡⁡⁡⁡⁡⁡⁡, 𝑥2 + 𝑦2 = 0

 

and 

𝑓𝑦(𝑥, 𝑦) = {

𝑥(𝑥2 − 𝑦2)

(𝑥2 + 𝑦2)2
, 𝑥2 + 𝑦2 ≠ 0

0⁡⁡⁡⁡⁡⁡⁡, 𝑥2 + 𝑦2 = 0

 

2. Show that neither 𝒇𝒙(𝟎, 𝟎) nor 𝒇𝒚(𝟎, 𝟎) exists, where 

𝒇(𝒙, 𝒚) =

{
 
 
 

 
 
 𝒙𝐬𝐢𝐧

𝟏

𝒙
+ 𝒚𝐬𝐢𝐧

𝟏

𝒚
, 𝒙𝒚 ≠ 𝟎

𝒙 𝐬𝐢𝐧
𝟏

𝒙
, 𝒙 ≠ 𝟎, 𝒚 = 𝟎

𝒚 𝐬𝐢𝐧
𝟏

𝒚
, 𝒙 = 𝟎, 𝒚 ≠ 𝟎

𝟎, 𝒙 = 𝟎, 𝒚 = 𝟎

 

 Here 

𝑓𝑥(0,0) = lim
ℎ→0

𝑓(0 + ℎ, 0) − 𝑓(0,0)

ℎ
 

= lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
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= lim
ℎ→0

ℎ sin
1
ℎ
− 0

ℎ
 

= lim
ℎ→0

sin
1

ℎ
 

Since lim
ℎ→0

sin(1/ℎ) does not exist, therefore 𝑓𝑥(0,0) does not exist. 

Similarly since lim
𝑘→0

sin(1/𝑘) does not exist, therefore 𝑓𝑦(0,0) does not exist. 

3. If 𝒇(𝒙, 𝒚) = |𝒙| + |𝒚|, (𝒙, 𝒚) ∈ ℝ𝟐, then show that neither 𝒇𝒙(𝟎, 𝟎) nor 

𝒇𝒚(𝟎, 𝟎) exist. 

 Here 

𝑓𝑥(0,0) = lim
ℎ→0

𝑓(0 + ℎ, 0) − 𝑓(0,0)

ℎ
 

= lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
 

= lim
ℎ→0

|ℎ| − 0

ℎ
 

= lim
ℎ→0

|ℎ|

ℎ
 

Since lim
ℎ→0

(|ℎ|/ℎ) does not exist, therefore 𝑓𝑥(0,0) does not exist. 

Similarly since  

𝑓𝑦(0,0) = lim
𝑘→0

|𝑘|

𝑘
 

does not exist, therefore 𝑓𝑦(0,0) does not exist. 

4.2 Higher order partial derivatives 

Let 𝐷 ⊆ ℝ2. Let 𝑓:𝐷 → ℝ be a function and (𝑥, 𝑦) be an interior point of 

𝐷. We define the second order partial derivatives as follows: 

𝑓𝑥𝑥(𝑥, 𝑦) =
𝜕2𝑓

𝜕𝑥2
= lim

ℎ→0

𝑓𝑥(𝑥 + ℎ, 𝑦) − 𝑓𝑥(𝑥, 𝑦)

ℎ
 

𝑓𝑦𝑦(𝑥, 𝑦) =
𝜕2𝑓

𝜕𝑦2
= lim

𝑘→0

𝑓𝑦(𝑥, 𝑦 + 𝑘) − 𝑓𝑦(𝑥, 𝑦)

𝑘
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𝑓𝑥𝑦(𝑥, 𝑦) =
𝜕2𝑓

𝜕𝑥𝜕𝑦
=
𝜕

𝜕𝑥
(
𝜕𝑓

𝜕𝑦
) = lim

ℎ→0

𝑓𝑦(𝑥 + ℎ, 𝑦) − 𝑓𝑦(𝑥, 𝑦)

ℎ
 

𝑓𝑦𝑥(𝑥, 𝑦) =
𝜕2𝑓

𝜕𝑦𝜕𝑥
=
𝜕

𝜕𝑦
(
𝜕𝑓

𝜕𝑥
) = lim

𝑘→0

𝑓𝑥(𝑥, 𝑦 + 𝑘) − 𝑓𝑥(𝑥, 𝑦)

𝑘
 

provided all limits exist. 

 Note: 𝑓𝑥𝑦(𝑥, 𝑦) and 𝑓𝑦𝑥(𝑥, 𝑦) are called mixed order partial derivatives. 

4.2.1 Examples  

1. If 

𝒇(𝒙, 𝒚) = {
𝒙𝟐 𝐭𝐚𝐧−𝟏 (

𝒚

𝒙
) − 𝒚𝟐 𝐭𝐚𝐧−𝟏 (

𝒙

𝒚
) , (𝒙, 𝒚) ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, (𝒙, 𝒚) = 𝟎

 

show that 𝒇𝒙𝒚(𝟎, 𝟎) ≠ 𝒇𝒚𝒙(𝟎, 𝟎). 

 We know that 

𝑓𝑥𝑦(0,0) = lim
ℎ→0

𝑓𝑦(ℎ, 0) − 𝑓𝑦(0,0)

ℎ
⁡⁡⁡⁡⁡⁡⁡⁡and⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑦𝑥(0,0)

= lim
𝑘→0

𝑓𝑥(0, 𝑘) − 𝑓𝑥(0,0)

𝑘
 

provided the limits exist. 

Now 

𝑓𝑦(ℎ, 0) = lim
𝑘→0

𝑓(ℎ, 𝑘) − 𝑓(ℎ, 0)

𝑘
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[provided⁡the⁡limit⁡exists] 

= lim
𝑘→0

ℎ2 tan−1 (
𝑘
ℎ
) − 𝑘2 tan−1 (

ℎ
𝑘
)

𝑘
 

= lim
𝑘→0

ℎ2 tan−1 (
𝑘
ℎ
)

𝑘
− lim
𝑘→0

𝑘 tan−1 (
ℎ

𝑘
) 

= lim
𝑘→0

ℎ2 tan−1 (
𝑘
ℎ
)

𝑘
⁡[
∵ tan−1 (

ℎ

𝑘
) ⁡is⁡bdd⁡on⁡𝑁′(0, 𝛿)⁡and⁡ lim

𝑘→0
𝑘 = 0,

∴ lim
𝑘→0

𝑘 tan−1 (
ℎ

𝑘
) = 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡

] 
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= lim
𝑘→0

ℎ2

(1 +
𝑘2

ℎ2
)
×
1

ℎ
⁡[
0

0
⁡form, using⁡L′Hospital′s⁡rule] 

= ℎ 

and 

𝑓𝑦(0,0) = lim
𝑘→0

𝑓(0, 𝑘) − 𝑓(0,0)

𝑘
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[provided⁡the⁡limit⁡exists] 

= lim
𝑘→0

0 − 0

𝑘
 

= 0 

Therefore  

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑥𝑦(0,0) = lim
ℎ→0

ℎ − 0

ℎ
= 1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Again 

𝑓𝑥(0, 𝑘) = lim
ℎ→0

𝑓(ℎ, 𝑘) − 𝑓(0, 𝑘)

ℎ
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[provided⁡the⁡limit⁡exists] 

= lim
ℎ→0

ℎ2 tan−1 (
𝑘
ℎ
) − 𝑘2 tan−1 (

ℎ
𝑘
)

ℎ
 

= lim
ℎ→0

ℎ tan−1 (
𝑘

ℎ
) − lim

ℎ→0

𝑘2 tan−1 (
ℎ
𝑘
)

ℎ
⁡ 

= lim
ℎ→0

ℎ2 tan−1 (
𝑘
ℎ
)

𝑘
⁡[
∵ tan−1 (

𝑘

ℎ
) ⁡is⁡bdd⁡on⁡𝑁′(0, 𝛿)⁡and⁡ lim

ℎ→0
ℎ = 0,

∴ lim
ℎ→0

ℎ tan−1 (
𝑘

ℎ
) = 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡

] 

= − lim
ℎ→0

𝑘2

(1 +
ℎ2

𝑘2
)
×
1

𝑘
⁡[
0

0
⁡form, using⁡L′Hospital′s⁡rule] 

= −𝑘 

and 

𝑓𝑥(0,0) = lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[provided⁡the⁡limit⁡exists] 

= lim
ℎ→0

0 − 0

ℎ
 

= 0 
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Therefore  

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑦𝑥(0,0) = lim
𝑘→0

−𝑘 − 0

𝑘
= −1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 

From (1) and (2), we see that 𝑓𝑥𝑦(0,0) ≠ 𝑓𝑦𝑥(0,0). 

2. If 

𝒇(𝒙, 𝒚) = {
𝒙𝒚, |𝒙| ≥ |𝒚|

−𝒙𝒚⁡, |𝒙| < |𝒚|
 

show that 𝒇𝒙𝒚(𝟎, 𝟎) ≠ 𝒇𝒚𝒙(𝟎, 𝟎). 

 We know that 

𝑓𝑥𝑦(0,0) = lim
ℎ→0

𝑓𝑦(ℎ, 0) − 𝑓𝑦(0,0)

ℎ
⁡⁡⁡⁡⁡⁡⁡⁡and⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑦𝑥(0,0)

= lim
𝑘→0

𝑓𝑥(0, 𝑘) − 𝑓𝑥(0,0)

𝑘
 

provided the limits exist. 

Now 

𝑓𝑦(ℎ, 0) = lim
𝑘→0

𝑓(ℎ, 𝑘) − 𝑓(ℎ, 0)

𝑘
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[provided⁡the⁡limit⁡exists] 

= lim
𝑘→0

ℎ𝑘

𝑘
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[∵ 𝑘 → 0, |ℎ| > |𝑘|] 

= ℎ 

and 

𝑓𝑦(0,0) = lim
𝑘→0

𝑓(0, 𝑘) − 𝑓(0,0)

𝑘
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[provided⁡the⁡limit⁡exists] 

= lim
𝑘→0

0 − 0

𝑘
 

= 0 

Therefore  

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑥𝑦(0,0) = lim
ℎ→0

ℎ − 0

ℎ
= 1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Again 

𝑓𝑥(0, 𝑘) = lim
ℎ→0

𝑓(ℎ, 𝑘) − 𝑓(0, 𝑘)

ℎ
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[provided⁡the⁡limit⁡exists] 
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= lim
ℎ→0

−ℎ𝑘

ℎ
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[∵ ℎ → 0, |ℎ| < |𝑘|] 

= −𝑘 

and 

𝑓𝑥(0,0) = lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[provided⁡the⁡limit⁡exists] 

= lim
ℎ→0

0 − 0

ℎ
 

= 0 

Therefore  

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑦𝑥(0,0) = lim
𝑘→0

−𝑘 − 0

𝑘
= −1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 

From (1) and (2), we see that 𝑓𝑥𝑦(0,0) ≠ 𝑓𝑦𝑥(0,0). 

3. If 

𝒇(𝒙, 𝒚) = {
𝒙𝒚
𝒙𝟐 − 𝒚𝟐

𝒙𝟐 + 𝒚𝟐
, 𝒙𝟐 + 𝒚𝟐 ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡⁡, 𝒙𝟐 + 𝒚𝟐 ≠ 𝟎

 

show that 𝒇𝒙𝒚(𝟎, 𝟎) ≠ 𝒇𝒚𝒙(𝟎, 𝟎). 

4. If 

𝒇(𝒙, 𝒚) = {

𝒙𝟐𝒚𝟐

𝒙𝟐 + 𝒚𝟐
, (𝒙, 𝒚) ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡, (𝒙, 𝒚) ≠ 𝟎

 

show that 𝒇𝒙𝒚(𝟎, 𝟎) = 𝒇𝒚𝒙(𝟎, 𝟎). 

5. If 

𝒇(𝒙, 𝒚) = {
(𝒙𝟐 + 𝒚𝟐) 𝐥𝐨𝐠(𝒙𝟐 + 𝒚𝟐) , 𝒙𝟐 + 𝒚𝟐 ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, 𝒙𝟐 + 𝒚𝟐 = 𝟎
 

show that 𝒇𝒙𝒚(𝟎, 𝟎) = 𝒇𝒚𝒙(𝟎, 𝟎). 

1.5. Sufficient condition for continuity 

Let 𝐷 ⊆ ℝ2, 𝑓: 𝐷 → ℝ be a function and (𝑎, 𝑏) ∈ 𝐷. If 
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(i) 𝑓𝑥(𝑎, 𝑏)⁡[or⁡𝑓𝑦(𝑎, 𝑏)] exists 

(ii) 𝑓𝑦(𝑥, 𝑦)⁡[or⁡𝑓𝑥(𝑥, 𝑦)] is bounded in some neighbourhood of (𝑎, 𝑏) 

Then 𝑓 is continuous at (𝑎, 𝑏). 

Proof:  Since 𝑓𝑦 is bounded in some nbd of (𝑎, 𝑏), therefore there exists a nbd 𝑁 

of (𝑎, 𝑏) in which 𝑓𝑦 is bounded. 

We choose ℎ, 𝑘 in a way such that (𝑎 + ℎ, 𝑏), (𝑎, 𝑏 + 𝑘), (𝑎 + ℎ, 𝑏 + 𝑘) ∈

𝑁. 

Now  

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡= 𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎 + ℎ, 𝑏) + 𝑓(𝑎 + ℎ, 𝑏) − 𝑓(𝑎, 𝑏)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Since 𝑓𝑥(𝑎, 𝑏) exists, therefore  

lim
ℎ→0

𝑓(𝑎 + ℎ, 𝑏) − 𝑓(𝑎, 𝑏)

ℎ
= 𝑓𝑥(𝑎, 𝑏) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⟹ 𝑓(𝑎 + ℎ, 𝑏) − 𝑓(𝑎, 𝑏) = ℎ{𝑓𝑥(𝑎, 𝑏) + 𝜖(ℎ)}⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 

where 𝜖 is a function of ℎ such that 𝜖 → 0 as ℎ → 0. 

Let 𝑡(𝑦) = 𝑓(𝑎 + ℎ, 𝑦). Then 𝑡′(𝑦) = 𝑓𝑦(𝑎 + ℎ, 𝑦). 

Since 𝑓𝑦 exists in the nbd of (𝑎, 𝑏), therefore 𝑡′(𝑦) exists in [𝑏, 𝑏 + 𝑘]. 

Therefore by Lagrange’s mean value theorem of differential calculus, there 

exists 𝜃 ∈ (0,1) such that 

𝑡(𝑏 + 𝑘) − 𝑡(𝑏) = 𝑘𝑡′(𝑏 + 𝜃𝑘) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⟹ 𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎 + ℎ, 𝑏) = 𝑘𝑓𝑦(𝑎 + ℎ, 𝑏 + 𝜃𝑘)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(3) 

From (1), (2) and (3), we get 

⁡⁡⁡𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏)

= 𝑘𝑓𝑦(𝑎 + ℎ, 𝑏 + 𝜃𝑘) + ℎ{𝑓𝑥(𝑎, 𝑏) + 𝜖(ℎ)}⁡⁡⁡⁡⁡⁡⁡⁡(4) 

Since 𝑓𝑦 is bounded in 𝑁 and lim
𝑘→0

𝑘 = 0, therefore lim
𝑘→0

𝑘𝑓𝑦(𝑎 + ℎ, 𝑏 +

𝜃𝑘) = 0 

∴ From (4), 

lim
(ℎ,𝑘)→(0,0)

𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) = 0 
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⟹⁡ lim
(ℎ,𝑘)→(0,0)

𝑓(𝑎 + ℎ, 𝑏 + 𝑘) = 𝑓(𝑎, 𝑏) 

This shows that 𝑓 is continuous at (𝑎, 𝑏). 

 Note: The above condition is not necessary. For example, consider the 

function 

𝑓(𝑥, 𝑦) = {
|𝑥| + |𝑦|, (𝑥, 𝑦) ≠ (0,0)

0⁡⁡⁡⁡⁡⁡, (𝑥, 𝑦) = (0,0)
 

Let 𝜖 > 0 be arbitrary. Then   

|𝑓(𝑥, 𝑦) − 𝑓(0,0)| = ||𝑥| + |𝑦|| = |𝑥| + |𝑦| < 2√𝑥2 + 𝑦2 < 𝜖 

holds if √𝑥2 + 𝑦2 < 𝛿 = 𝜖/2. 

Therefore 𝑓(𝑥, 𝑦) is continuous at (0,0) whenever √𝑥2 + 𝑦2 < 𝛿 holds. 

But  

𝑓𝑥(0,0) = lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
= lim

ℎ→0

|ℎ|

ℎ
 

which does not exist. Similarly we can show that 𝑓𝑦(0,0) does not exist. 

 Theorem 5.1: Let 𝑫 ⊆ ℝ𝟐, 𝒇: 𝑫 → ℝ be a function, 𝒇𝒙 and ⁡𝒇𝒚 both exist 

and be bounded in 𝑫. Then 𝒇 is continuous in 𝑫. 

Proof: Let (𝑎, 𝑏) ∈ 𝐷.  

We choose ℎ and 𝑘 such that (𝑎 + ℎ, 𝑏), (𝑎, 𝑏 + 𝑘), (𝑎 + ℎ, 𝑏 + 𝑘) ∈ 𝐷. 

Now  

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡= 𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎 + ℎ, 𝑏) + 𝑓(𝑎 + ℎ, 𝑏) − 𝑓(𝑎, 𝑏)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Let 𝑡1(𝑦) = 𝑓(𝑎 + ℎ, 𝑦) and 𝑡2(𝑥) = 𝑓(𝑥, 𝑏).  

Then 𝑡1
′(𝑦) = 𝑓𝑦(𝑎 + ℎ, 𝑦) and 𝑡2

′(𝑥) = 𝑓𝑥(𝑥, 𝑏). 

Since 𝑓𝑦 and 𝑓𝑥 exist in the 𝐷, therefore 𝑡1
′(𝑦) and 𝑡2

′(𝑥) both exist in 

[𝑏, 𝑏 + 𝑘] and [𝑎, 𝑎 + ℎ] respectively. 

Therefore by Lagrange’s mean value theorem of differential calculus, there 

exists 𝜃1, 𝜃2 ∈ (0,1) such that 

𝑡1(𝑏 + 𝑘) − 𝑡1(𝑏) = 𝑘𝑡1
′(𝑏 + 𝜃1𝑘) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⟹ 𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎 + ℎ, 𝑏) = 𝑘𝑓𝑦(𝑎 + ℎ, 𝑏 + 𝜃1𝑘)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 
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and 

𝑡2(𝑎 + ℎ) − 𝑡2(𝑎) = ℎ𝑡2
′(𝑎 + 𝜃2ℎ) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⟹ 𝑓(𝑎 + ℎ, 𝑏) − 𝑓(𝑎 + ℎ, 𝑏) = ℎ𝑓𝑥(𝑎 + 𝜃2ℎ, 𝑏)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(3) 

From (1), (2) and (3), we get 

⁡⁡⁡⁡⁡𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) = 𝑘𝑓𝑦(𝑎 + ℎ, 𝑏 + 𝜃1𝑘) + ℎ𝑓𝑥(𝑎 + 𝜃2ℎ, 𝑏)⁡⁡⁡⁡⁡⁡⁡⁡(4) 

Since 𝑓𝑥 and 𝑓𝑦 are bounded in 𝐷 and lim
ℎ→0

ℎ = lim
𝑘→0

𝑘 = 0, therefore 

lim
𝑘→0

𝑘𝑓𝑦(𝑎 + ℎ, 𝑏 + 𝜃𝑘) = 0 and lim
𝑘→0

ℎ𝑓𝑥(𝑎 + 𝜃2ℎ, 𝑏) = 0.  

∴ From (4), 

lim
(ℎ,𝑘)→(0,0)

𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) = 0 

⟹⁡ lim
(ℎ,𝑘)→(0,0)

𝑓(𝑎 + ℎ, 𝑏 + 𝑘) = 𝑓(𝑎, 𝑏) 

This shows that 𝑓 is continuous at (𝑎, 𝑏). 

1.6. Differentiability 

Let 𝐷 ⊆ ℝ2, 𝑓: 𝐷 → ℝ be a function and (𝑎, 𝑏) be an interior point of 𝐷. 𝑓 

is said to be differentiable at (𝑎, 𝑏) if for (𝑎 + ℎ, 𝑏 + 𝑘) ∈ 𝐷 

𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) = 𝐴ℎ + 𝐵𝑘 + ℎ𝜖(ℎ, 𝑘) + 𝑘𝜂(ℎ, 𝑘) 

where 𝐴 and 𝐵 are independent of ℎ and 𝑘 and 𝜖, 𝜂 are functions of ℎ and 𝑘 

such that (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

6.1 Necessary condition for differentiability 

Let 𝐷 be an open subset of ℝ2, 𝑓:𝐷 → ℝ be a function and (𝑎, 𝑏) be an 

interior point of 𝐷. If 𝑓 is differentiable at (𝑎, 𝑏), then  

(i) 𝑓𝑥(𝑎, 𝑏) and 𝑓𝑦(𝑎, 𝑏) exist 

(ii) 𝑓 is continuous at (𝑎, 𝑏). 

Proof: Since 𝑓 is differentiable at (𝑎, 𝑏), so for (𝑎 + ℎ, 𝑏 + 𝑘) ∈ 𝐷 

⁡⁡⁡⁡⁡⁡𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) = 𝐴ℎ + 𝐵𝑘 + ℎ𝜖(ℎ, 𝑘) + 𝑘𝜂(ℎ, 𝑘)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 



 

 

 
 

where 𝐴 and 𝐵 are independent of ℎ and 𝑘 and 𝜖, 𝜂 are functions of ℎ and 𝑘 

such that (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

We take ℎ ≠ 0, 𝑘 = 0. Then (1) becomes 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓(𝑎 + ℎ, 𝑏) − 𝑓(𝑎, 𝑏) = 𝐴ℎ + ℎ𝜖 = ℎ(𝐴 + 𝜖) 

⟹⁡ lim
ℎ→0

𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏)

ℎ
= 𝐴⁡⁡⁡⁡⁡⁡⁡[∵ 𝜖 → 0⁡as⁡ℎ → 0] 

⟹ 𝑓𝑥(𝑎, 𝑏) = 𝐴 

Similarly taking ℎ = 0, 𝑘 ≠ 0, we obtain 𝑓𝑦(𝑎, 𝑏) = 𝐵. 

Again from (1), 

⁡⁡⁡⁡⁡⁡⁡ lim
(ℎ,𝑘)→(0,0)

{𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏)} = 0 

⟹⁡ lim
(ℎ,𝑘)→(0,0)

𝑓(𝑎 + ℎ, 𝑏 + 𝑘) = 𝑓(𝑎, 𝑏) 

This shows that 𝑓 is continuous at (𝑎, 𝑏). 

 Note: The above condition is not sufficient, i.e. if 𝑓𝑥 and 𝑓𝑦 exist for a 

function 𝑓 at a point (𝑎, 𝑏) ∈ 𝐷 and 𝑓 is continuous at (𝑎, 𝑏), then the function 

may not be differentiable at (𝑎, 𝑏). For example, consider 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓(𝑥, 𝑦) = {

𝑥3 − 𝑦3

𝑥2 + 𝑦2
, (𝑥, 𝑦) ≠ (0,0)

0⁡⁡⁡⁡⁡⁡⁡, (𝑥, 𝑦) = (0,0)

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Now 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑥(0,0) = lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
= lim

ℎ→0

ℎ

ℎ
= 1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 

and 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑦(0,0) = lim
𝑘→0

𝑓(0, 𝑘) − 𝑓(0,0)

ℎ
= lim

ℎ→0

−𝑘

𝑘
= −1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(3) 

Therefore 𝑓𝑥(0,0) and 𝑓𝑦(0,0) both exist.  

Also 𝑓 is continuous at (0,0) [exercise 3.3, problem 1.(i)]. 

We now check whether 𝑓 is differentiable at (0,0). 

If possible, let 𝑓 be differentiable at (0,0). Then we may write 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓(ℎ, 𝑘) − 𝑓(0,0) = ℎ𝑓𝑥(0,0) + 𝑘𝑓𝑦(0,0) + ℎ𝜖 + 𝑘𝜂 

1.42 
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⟹ 𝑓(ℎ, 𝑘) − 𝑓(0,0) = ℎ{𝑓𝑥(0,0) + 𝜖} + 𝑘{𝑓𝑦(0,0) + 𝜂}⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(4) 

where 𝜖, 𝜂 are functions of ℎ and 𝑘 such that (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) →

(0,0). 

Thus from (1), (2), (3) and (4), we obtain 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
ℎ3 − 𝑘3

ℎ2 + 𝑘2
= ℎ{1 + 𝜖} + 𝑘{−1 + 𝜂}⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(5) 

Let (ℎ, 𝑘) → (0,0) along the path 𝑘 = 𝑚ℎ. Then from (5), we have 

ℎ3(1 − 𝑚3)

ℎ2(1 + 𝑚2)
= ℎ{1 + 𝜖 +𝑚(−1 + 𝜂)} 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⟹⁡
(1 −𝑚3)

(1 + 𝑚2)
= 1 −𝑚 + 𝜖 + 𝑚𝜂⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(6) 

As (ℎ, 𝑘) → (0,0), the L.H.S of (6) tends to (1 − 𝑚3)/(1 + 𝑚2) but the 

R.H.S tends to 1 −𝑚.  

Thus L.H.S ≠ R.H.S, in general. Hence 𝑓 is not differentiable at (0,0).  

6.1.1 Exercise 

1. Show that  

𝒇(𝒙, 𝒚) = {

𝒙𝒚

√𝒙𝟐 + 𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎)

𝟎⁡⁡⁡⁡⁡⁡⁡, (𝒙, 𝒚) = (𝟎, 𝟎)

 

is not differentiable at (𝟎, 𝟎). 

 Similar to the problem in previous note. 

2. Show that 𝒇(𝒙, 𝒚) = √|𝒙𝒚| is not differentiable at (𝟎, 𝟎). 

 If possible, let 𝑓 be differentiable at (0,0). Then we may write 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓(ℎ, 𝑘) − 𝑓(0,0)

= ℎ(𝑓𝑥(0,0) + 𝜖) + 𝑘(𝑓𝑦(0,0) + 𝜂)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

where 𝜖 and 𝜂 are functions of ℎ and 𝑘 and (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

Now  
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lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
= lim

ℎ→0

0 − 0

ℎ
= 0 

and 

lim
𝑘→0

𝑓(0, 𝑘) − 𝑓(0,0)

𝑘
= lim

𝑘→0

0 − 0

𝑘
= 0 

Therefore from (1), 

𝑓(ℎ, 𝑘) − 𝑓(0,0) = ℎ𝜖 + 𝑘𝜂 

⟹ |√ℎ𝑘| = ℎ𝜖 + 𝑘𝜂 

 Let (ℎ, 𝑘) → (0,0) along the path 𝑘 = 𝑚ℎ. Then the above equation 

becomes 

ℎ√𝑚 = ℎ(𝜖 +𝑚𝜂) 

⟹⁡√𝑚 = (𝜖 +𝑚𝜂) 

 as (ℎ, 𝑘) → (0,0), L.H.S → √𝑚 and R.H.S → 0. ∴ L.H.S ≠ R.H.S, in 

general. 

Hence 𝑓 is not differentiable at (0,0). 

3. Show that  

𝒇(𝒙, 𝒚) = {
𝒙 𝐬𝐢𝐧 (𝟒 𝐭𝐚𝐧−𝟏

𝒚

𝒙
) , ⁡⁡𝒙 > 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, 𝒙 = 𝟎
 

is not differentiable at (𝟎, 𝟎). 

4. Show that  

𝒇(𝒙, 𝒚) = {
𝒙𝒚
𝒙𝟐 − 𝒚𝟐

𝒙𝟐 + 𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎)

𝟎⁡⁡⁡⁡⁡⁡⁡, (𝒙, 𝒚) = (𝟎, 𝟎)

 

is differentiable at (𝟎, 𝟎). 

 Here 

𝑓𝑥(0,0) = lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
= lim

ℎ→0

0 − 0

ℎ
= 0 

and 

lim
𝑘→0

𝑓(0, 𝑘) − 𝑓(0,0)

𝑘
= lim

𝑘→0

0 − 0

𝑘
= 0 

Now 
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𝑓(ℎ, 𝑘) − 𝑓(0,0) = ℎ𝑘
ℎ2 − 𝑘2

ℎ2 + 𝑘2
= ℎ

ℎ2𝑘

ℎ2 + 𝑘2
− 𝑘

ℎ𝑘2

ℎ2 + 𝑘2
 

where (ℎ, 𝑘) ≠ (0,0). 

Let 𝜖(ℎ, 𝑘) =
ℎ2𝑘

ℎ2+𝑘2
 and 𝜂(ℎ, 𝑘) = −

ℎ𝑘2

ℎ2+𝑘2
 

Then (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

Thus 

𝑓(ℎ, 𝑘) − 𝑓(0,0) = ℎ{𝑓𝑥(0,0) + 𝜖} + 𝑘{𝑓𝑦(0,0) + 𝜂} 

where 𝜖 and 𝜂 are functions of ℎ and 𝑘 and (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

Hence 𝑓 is differentiable at (0,0). 

5. Show that  

𝒇(𝒙, 𝒚) = {

𝒙𝟔 − 𝟐𝒚𝟒

𝒙𝟐 + 𝒚𝟐
, 𝒙𝟐 + 𝒚𝟐 ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡⁡, 𝒙𝟐 + 𝒚𝟐 = 𝟎

 

is differentiable at (𝟎, 𝟎). 

[Hint: Here 𝑓𝑥(0,0) = 𝑓𝑦(0,0) = 0 and (ℎ, 𝑘) = ℎ5/(ℎ2 + 𝑘2), 𝜂(ℎ, 𝑘) =

−2𝑘3/(ℎ2 + 𝑘2)]  

6. Show that  

𝒇(𝒙, 𝒚) = {
𝒙, |𝒚| < |𝒙|

−𝒙, |𝒚| ≥ |𝒙|
 

is not differentiable at (𝟎, 𝟎).  

7. Let 𝒇(𝒙, 𝒚) = 𝒈(√𝒙𝟐 + 𝒚𝟐) where  

𝒈(𝒛) = {𝒛
𝟐 𝐬𝐢𝐧

𝟏

𝒛
, 𝒛 ≠ 𝟎

𝟎⁡⁡⁡⁡⁡⁡, 𝒛 = 𝟎
 

Show that 𝒇 is differentiable at (𝟎, 𝟎) but 𝒇𝒙 and 𝒇𝒚 are not continuous 

at (𝟎, 𝟎). 

 Here 

𝑓(𝑥, 𝑦) = {
(𝑥2 + 𝑦2) sin (

1

√𝑥2 + 𝑦2
) , 𝑥2 + 𝑦2 ≠ 0

0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, 𝑥2 + 𝑦2 = 0
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Now 

𝑓𝑥(0,0) = lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
= lim

ℎ→0

ℎ2 sin
1
|ℎ|

ℎ
= lim

ℎ→0
ℎ sin

1

|ℎ|
= 0 

and 

𝑓𝑦(0,0) = lim
𝑘→0

𝑓(0, 𝑘) − 𝑓(0,0)

𝑘
= lim

𝑘→0

𝑘2 sin
1
|𝑘|

𝑘
= lim

𝑘→0
𝑘 sin

1

|𝑘|
= 0 

Therefore 

⁡⁡⁡⁡⁡⁡⁡𝑓(ℎ, 𝑘) − 𝑓(0,0) 

= (ℎ2 + 𝑘2) sin (
1

√ℎ2 + 𝑘2
) 

= ℎ {ℎ sin (
1

√ℎ2 + 𝑘2
)} + 𝑘 {𝑘 sin (

1

√ℎ2 + 𝑘2
)} 

where ℎ2 + 𝑘2 ≠ 0. 

Let 𝜖(ℎ, 𝑘) = ℎ sin (
1

√ℎ2+𝑘2
) and 𝜂(ℎ, 𝑘) = 𝑘 sin (

1

√ℎ2+𝑘2
) 

Then (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

Thus 

𝑓(ℎ, 𝑘) − 𝑓(0,0) = ℎ{𝑓𝑥(0,0) + 𝜖} + 𝑘{𝑓𝑦(0,0) + 𝜂} 

where 𝜖 and 𝜂 are functions of ℎ and 𝑘 and (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

Hence 𝑓 is differentiable at (0,0). 

Now 

𝑓𝑥(𝑥, 𝑦) = {
2𝑥 sin (

1

√𝑥2 + 𝑦2
) −

𝑥

√𝑥2 + 𝑦2
cos

1

√𝑥2 + 𝑦2
, 𝑥2 + 𝑦2 ≠ 0

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, 𝑥2 + 𝑦2 = 0

 

Let (𝑥, 𝑦) → (0,0) along the path 𝑦 = 𝑚𝑥, where 𝑥 > 0. Therefore 

lim
(𝑥,𝑦)→(0,0)

𝑓𝑥(𝑥, 𝑦) = lim
𝑥→0

[2𝑥 sin (
1

𝑥√1 +𝑚2
) −

𝑥

𝑥√1 +𝑚2
cos

1

𝑥√1 +𝑚2
] 

As lim
𝑥→0

cos
1

𝑥√1+𝑚2
 does not exist, therefore lim

(𝑥,𝑦)→(0,0)
𝑓𝑥(𝑥, 𝑦) does not exist 

and consequently, 𝑓𝑥 is not continuous at (0,0). 

Again 
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𝑓𝑦(𝑥, 𝑦) = {
2𝑦 sin (

1

√𝑥2 + 𝑦2
) −

𝑦

√𝑥2 + 𝑦2
cos

1

√𝑥2 + 𝑦2
, 𝑥2 + 𝑦2 ≠ 0

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡, 𝑥2 + 𝑦2 = 0

 

Due to symmetry, 𝑓𝑦 is not continuous at (0,0). 

6.2 Sufficient condition for differentiability 

Let 𝐷 be an open subset of ℝ2, 𝑓:𝐷 → ℝ be a function and (𝑎, 𝑏) be an 

interior point of 𝐷. If  

(i) 𝑓𝑥(𝑎, 𝑏) exists (or 𝑓𝑦(𝑎, 𝑏) exists) 

(ii) 𝑓𝑦 is continuous at (𝑎, 𝑏) (or 𝑓𝑥 is continuous at (𝑎, 𝑏)) 

Then 𝑓 is differentiable at (𝑎, 𝑏).  

Proof: Since 𝑓𝑦 is continuous at (𝑎, 𝑏), so there exists a nbd 𝑁 of (𝑎, 𝑏) in which 

both 𝑓 and 𝑓𝑦 are defined. 

We choose (ℎ, 𝑘) ≠ (0,0) such that (𝑎 + ℎ, 𝑏), (𝑎 + ℎ, 𝑏 + 𝑘) ∈ 𝑁. Now  

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡= 𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎 + ℎ, 𝑏) + 𝑓(𝑎 + ℎ, 𝑘) − 𝑓(𝑎, 𝑏)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Since 𝑓𝑥(𝑎, 𝑏) exists, therefore 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡lim
ℎ→0

𝑓(𝑎 + ℎ, 𝑏) − 𝑓(𝑎, 𝑏)

ℎ
= 𝑓𝑥(𝑎, 𝑏) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⟹ 𝑓(𝑎 + ℎ, 𝑏) − 𝑓(𝑎, 𝑏) = ℎ{𝑓𝑥(𝑎, 𝑏) + 𝜖}⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 

where 𝜖 is a function of ℎ and 𝜖 → 0 as ℎ → 0.  

Let 𝑡(𝑦) = 𝑓(𝑎 + ℎ, 𝑦). Then 𝑡′(𝑦) = 𝑓𝑦(𝑎 + ℎ, 𝑦). 

Since 𝑓𝑦 exists in 𝑁, so 𝑡′(𝑦) exists in [𝑏, 𝑏 + 𝑘]. 

By Lagrange’s MVT of differential calculus, there exists 𝜃 ∈ (0,1) such that 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑡(𝑏 + 𝑘) − 𝑡(𝑏) = 𝑘𝑡′(𝑏 + 𝜃𝑘) 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⟹ 𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎 + ℎ, 𝑏) = 𝑘𝑓𝑦(𝑎 + ℎ, 𝑏 + 𝜃𝑘)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(3) 

From (1), (2) and (3), we get 

⁡⁡⁡⁡⁡𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) = 𝑘𝑓𝑦(𝑎 + ℎ, 𝑏 + 𝜃𝑘) + ℎ{𝑓𝑥(𝑎, 𝑏) + 𝜖}⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(4) 
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Since 𝑓𝑦 is continuous at (𝑎, 𝑏), so 

lim
(ℎ,𝑘)→(0,0)

𝑓𝑦(𝑎 + ℎ, 𝑏 + 𝜃𝑘) = 𝑓𝑦(𝑎, 𝑏) 

⟹⁡𝑓𝑦(𝑎 + ℎ, 𝑏 + 𝜃𝑘) = 𝑓𝑦(𝑎, 𝑏) + 𝜂 

where 𝜂 is a function of (ℎ, 𝑘) and 𝜂 → 0 as (ℎ, 𝑘) → (0,0). 

Thus from (4), we have 

𝑓(𝑎 + ℎ, 𝑏 + 𝑘) − 𝑓(𝑎, 𝑏) = ℎ{𝑓𝑥(𝑎, 𝑏) + 𝜖} + 𝑘{𝑓𝑦(𝑎, 𝑏) + 𝜂} 

where 𝜖 and 𝜂 are functions of ℎ and 𝑘 and (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

Hence 𝑓 is differentiable at (𝑎, 𝑏).  

 Note: The converse of the theorem is not true. Let us consider the function 

𝑓(𝑥) =

{
 
 
 

 
 
 𝑥2 sin

1

𝑥
+ 𝑦2 sin

1

𝑦
, (𝑥, 𝑦) ≠ (0,0)

𝑥2 sin
1

𝑥
, 𝑥 ≠ 0, 𝑦 = 0

𝑦2 sin
1

𝑦
, 𝑥 = 0, 𝑦 ≠ 0

0 (𝑥, 𝑦) = (0,0)

 

Now 

𝑓𝑥(0,0) = lim
ℎ→0

𝑓(ℎ, 0) − 𝑓(0,0)

ℎ
= lim

ℎ→0

ℎ2 sin
1
ℎ

ℎ
= lim

ℎ→0
ℎ sin

1

ℎ
= 0 

and 

𝑓𝑦(0,0) = lim
𝑘→0

𝑓(0, 𝑘) − 𝑓(0,0)

𝑘
= lim

𝑘→0

𝑘2 sin
1
𝑘

𝑘
= lim

𝑘→0
𝑘 sin

1

𝑘
= 0 

Therefore 

𝑓𝑥(0,0) = {
2𝑥 sin

1

𝑥
− cos

1

𝑥
, 𝑥 ≠ 0

0, 𝑥 = 0
 

and 

𝑓𝑦(0,0) = {
2𝑦 sin

1

𝑦
− cos

1

𝑦
, 𝑦 ≠ 0

0, 𝑦 = 0
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As lim
𝑥→0

cos
1

𝑥
 and lim

𝑥→0
cos

1

𝑦
 do not exist, therefore neither lim

(𝑥,𝑦)→(0,0)
𝑓𝑥(𝑥, 𝑦) 

nor lim
(𝑥,𝑦)→(0,0)

𝑓𝑦(𝑥, 𝑦) exists. Hence 𝑓𝑥 and 𝑓𝑦 are not continuous at (0,0). 

Now 

𝑓(0 + ℎ, 0 + 𝑘) − 𝑓(0,0) = ℎ2 sin
1

ℎ
+ 𝑘2 sin

1

𝑘
 

where (ℎ, 𝑘) ≠ (0,0). 

Let 𝜖 = ℎ sin 1/ℎ and 𝜂 = 𝑘 sin 1/𝑘. Then 𝜖 and 𝜂 are functions of ℎ and 𝑘 

and (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

Thus 𝑓(ℎ, 𝑘) − 𝑓(0,0) = ℎ{𝑓𝑥(0,0) + 𝜖} + 𝑘{𝑓𝑦(0,0) + 𝜂} where 𝜖 and 𝜂 

are functions of ℎ and 𝑘 and (𝜖, 𝜂) → (0,0) as (ℎ, 𝑘) → (0,0). 

Hence 𝑓 is differentiable at (0,0).  

6.2.1 Exercise 

1. Let  

𝒇(𝒙) =

{
 
 
 

 
 
 𝒙𝟐 𝐬𝐢𝐧

𝟏

𝒙
+ 𝒚𝟐 𝐬𝐢𝐧

𝟏

𝒚
, (𝒙, 𝒚) ≠ (𝟎, 𝟎)

𝒙𝟐 𝐬𝐢𝐧
𝟏

𝒙
, 𝒙 ≠ 𝟎, 𝒚 = 𝟎

𝒚𝟐 𝐬𝐢𝐧
𝟏

𝒚
, 𝒙 = 𝟎, 𝒚 ≠ 𝟎

𝟎 (𝒙, 𝒚) = (𝟎, 𝟎)

 

Show that 𝒇 does not satisfy the sufficient condition of differentiability 

although 𝒇 is differentiable at (𝟎, 𝟎). 

2. Show that  

𝒇(𝒙, 𝒚) = {

𝒙𝒚

√𝒙𝟐 + 𝒚𝟐
, (𝒙, 𝒚) ≠ (𝟎, 𝟎)

𝟎⁡⁡⁡⁡⁡⁡⁡, (𝒙, 𝒚) = (𝟎, 𝟎)

 

satisfies the sufficient condition of differentiability. 

[Hint: Show that 𝑓 is continuous at (0,0) and 𝑓𝑥(0,0) and 𝑓𝑦(0,0) both exist]  
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 2: Introduction of Matrices

2.1 Definition 1: 

A rectangular arrangement of mn numbers, in m rows and n columns and enclosed within a bracket is 
called a matrix. We shall denote matrices by capital letters as A,B, C etc. 

   

 

   

A is a matrix of order m by n.  

  

  

Remark: A matrix is not just a collection of elements but every element has assigned a definite position in 
a particular row and column. 

 

 

    2.2 Special Types of Matrices: 

 1. Square matrix: 

  A matrix in which numbers of rows are equal to number of columns is called a square 
matrix. 

 Example:   

        

 2.  Diagonal matrix: 

  A square matrix A =  is called a diagonal matrix if each of its non-diagonal 

element is zero.  
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 That is   and at least one element . 

 Example:  

     

 3. Identity Matrix 

A diagonal matrix whose diagonal elements are equal to 1 is called identity 
matrix and denoted by .  

 That is   

 Example: 

      

 4.  Upper Triangular matrix: 

  A square matrix said to be a Upper triangular matrix if  . 

 Example: 

     

 5. Lower Triangular Matrix: 

  A square matrix said to be a Lower triangular matrix if  . 

 Example: 

     

 6.  Symmetric Matrix: 

 A square matrix A = said to be a symmetric if  for all i and j. 

Example: 
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7.  Skew- Symmetric Matrix: 

 A square matrix A = said to be a skew-symmetric if  for all i and j. 

Example:  

    

8. Zero Matrix: 

 A matrix whose all elements are zero is called as Zero Matrix and order  Zero 

matrix denoted by . 

Example: 

  

9. Row Vector 

A matrix consists a single row is called as a row vector or row matrix. 

 Example: 

     

 10.  Column Vector 

  A matrix consists a single column is called a column vector or column matrix. 

 Example: 

     

  2.3: Matrix Algebra     

 2.3.1. Equality of two matrices: 

  Two matrices A and B are said to be equal  if  

(i) They are of same order. 
(ii) Their corresponding elements are equal. 

That is if A = then  for all i and j. 
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2.3.2. Scalar multiple of a matrix 

  Let k be a scalar then scalar product of matrix A =  given denoted by kA and 

given by    kA = or  

     

 2.3.3. Addition of two matrices: 

 Let A = and  are two matrices with same order then sum of the 

two matrices are given by  

   

 Example 1: let  

     and     . 

            Find  (i) 5B    (ii) A + B    (iii)  4A – 2B  (iv) 0 A 

 

  

 2.3.4. Multiplication of two matrices:

Two matrices A and B are said to be confirmable for product AB if number of columns in A equals 
to the number of rows in matrix B. Let A = be two 

matrices the product matrix C= AB, is matrix of order m  r where 

    

 Example 2: Let    and   

  Calculate    (i) AB (ii) BA 

        (iii) is  AB = BA ? 

 2.3.5. Integral power of Matrices: 

   Let A be a square matrix of order n, and m be positive integer then we define 

          (m times multiplication) 

  2.3.6. Properties of the Matrices 

  Let A, B and C are three matrices and  are scalars then 

   (i)        Associative Law 
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  (ii)    Distributive law 

  (iii)     Associative Law 

  (iv)    Associative Law 

  (v)     Associative Law 

  (vi)     Distributive law 

  2.3.7. Transpose: 

  The transpose of matrix A = , written (  is the matrix obtained 

by writing the rows of A in order as columns.  

  That is  . 

  Properties of Transpose: 

(i)   

(ii)   = A 

(iii)   = k  for scalar k. 

(iv)  

 Example 3: Using the following matrices A and B, Verify the transpose properties 

     ,    

  

 Proof:  (i) Let  and  are the element of the matrix A and B respectively. Then 

 is the  element of matrix  and it is  element of the matrix 

  

   Also   and  are the element of the matrix  and respectively. Therefore 

     is the element of the matrix  +  

             (ii)   Let  element of the matrix A is , it is  element of the  then it is 

    element of the matrix  

(iii) try 
(iv)  is the  element of 

the AB  It is result of the multiplication of the ith row and kth column and it is 
 element of the matrix .  

    ,  element is the multiplication of kth row of with ith column of , 

That is   kth column of B with ith row of A. 
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  2.3.8 A square matrix A is said to be symmetric if  . 

Example 4:  

  , A is symmetric by the definition of symmetric matrix. 

  Then  

   

             That is  

 2.3.9 A square matrix A is said to be skew- symmetric if   

Example 5:  

  

(i)  and  are both symmetric. 

(ii)  is a symmetric matrix. 

(iii)  is a skew-symmetric matrix. 

(iv) If A is a symmetric matrix and m is any positive integer then is also symmetric. 

(v) If A is skew symmetric matrix then odd integral powers of A is skew symmetric, 
while positive even integral powers of A is symmetric. 

If A and B are symmetric matrices then  

(vi)   is symmetric. 

(vii)   is skew-symmetric. 

 

  Exercise 1: Verify the (i) , (ii) and (iii) using the following matrix A. 

    

     2.4: Determinant, Minor and Adjoint Matrices 

 Definition 2.4.1: 

 Let A =  be a square matrix of order n , then the number   called determinant 

of the matrix A. 

 (i) Determinant of 2  2 matrix 
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 Let A=  then =  =  

(ii) Determinant of 3  3 matrix 

Let B =   

Then  =  

  

   Exercise 2: Calculate the determinants of the following matrices 

  (i)       (ii)   

   2.4.2 Properties of the Determinant: 

  a. The determinant of a matrix A and its transpose  are equal. 

      

  b. Let A be a square matrix 

  (i) If A has a row (column) of zeros then  

   (ii) If A has two identical rows ( or columns) then  

c.  If A is triangular matrix then  is product of the diagonal elements. 

d.  If A is a square matrix of order n and k is a scalar then  

 2.4.3 Singular Matrix 

If A is square matrix of order n, the A is called singular matrix when  and non- 

singular otherwise. 

  2.4.4 Minor and Cofactors: 

  Let A = is a square matrix. Then  denote a sub matrix of A with order (n-1)  

(n-1) obtained by deleting its row and  column. The determinant  is called the 

minor of the element of A. 

 The cofactor of  denoted by  and is equal to . 

               Exercise 3: Let  

(i) Compute determinant of A. 
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(ii) Find the cofactor matrix. 

   2.4.5 Adjoin Matrix: 

    The transpose of the matrix of cofactors of the element of A denoted by  is called 

adjoin of matrix A. 

         Example 6: Find the adjoin matrix of the above example. 

        Theorem 2.4.1: 

 For any square matrix A,  

    where I is the identity matrix of same order. 

 Proof: Let A =  

  Since A is a square matrix of order n, then     also in same order. 

Consider 

      then 

   

Now consider the product  

  

         

        

( as we know that     and    when ) 
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     Where    is unit matrix of order n. 

Theorem 2.4.2: If A is a non-singular matrix of order n, then   . 

Proof: By the theorem 1 

   

   

   

        

Theorem 2.4.3: If A and B are two square matrices of order n then 

   

Proof:  By the theorem 1    

 Therefore     

 Consider , 

    

          

            

  

    

  ……………… (i) 

 Also consider  

                             

   

    

  

     …………….. (ii) 
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Therefore from (i) and (ii) we conclude that 

                                    

Some results of adjoint 

(i) For any square matrix  A          

(ii) The adjoint of an identity matrix is the identity matrix. 
(iii) The adjoint of a symmetric matrix is a symmetric matrix. 

          .2.5: Inverse of a Matrix and Elementary Row Operations 

2.5.1 Inverse of a Matrix  

Definition 5.1: 

 If A and B are two matrices such that   , then each is said to be inverse of the other. 

The inverse of A is denoted by . 

Theorem 2.5.1: (Existence of the Inverse) 

 The necessary and sufficient condition for a square matrix A to have an inverse is that   

(That is A is non singular). 

       Proof:  (i) The necessary condition 

         Let A be a square matrix of order n and B is inverse of it, then 

    

      

Therefore . 

 (ii) The sufficient condition: 

   If , the we define the matrix B such that 

     

  Then      

          =  

 Similarly        =  

Thus  hence B is inverse of A and is given by   

Theorem 2.5.2: (Uniqueness of the Inverse) 

  Inverse of a matrix if it exists is unique. 
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Proof:  Let B and C are inverse s of the matrix A then 

      and     

       

       

                

     Example 6: Let    find  

Theorem 2.5.3: (Reversal law of the inverse of product) 

  If A and B are two non-singular matrices of order n, then (AB) is also non singular and              
 . 

 Proof: 

 Since A and B are non-singular  , therefore , then . 

 Consider   

                    …………(1) 

 Similarly   

             …………..(2) 

From (1) and (2)  

   =  

Therefore by the definition and uniqueness of the inverse    

Corollary 5.1: If are non singular matrices of order n, then                             

. 

Theorem 2.5.4: If A is a non-singular matrix of order n then  . 

 Proof:  Since therefore the matrix  is non-singular and      exists. 

  Let    

  Taking transpose on both sides we get 

    

    

  Therefore    
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  That is    . 

 Theorem 2.5.5: If A is a non-singular matrix , k is non zero scalar, then  . 

 Proof:  Since A is non-singular matrix  exits.  

  Let consider  

  Therefore is inverse of   

  By uniqueness if inverse     

Theorem 2.5.6: If A is a non-singular matrix then 

    . 

 Proof:  Since A is non-singular matrix,     exits and we have 

    

  Therefore    

  Then  

 2.5.2 Elementary Transformations: 

 Some operations on matrices called as elementary transformations. There are six types 
of elementary transformations, three of then are row transformations and other three of 
them are column transformations. There are as follows 

(i) Interchange of any two rows or columns. 
(ii) Multiplication of the elements of any row (or column) by a non zero number k. 
(iii) Multiplication to elements of any row or column by a scalar k and addition of it to 

the corresponding elements of any other row or column. 

We adopt the following notations for above transformations 

(i) Interchange of   ith row and jth row is denoted by . 

(ii) Multiplication by k to all elements in the ith row . 

(iii) Multiplication to elements of jth row by k and adding them to the corresponding 
elements of ith row is denoted by . 

 2.5.3 Equivalent Matrix: 

  A matrix B is said to be equivalent to a matrix A if B can be obtained from A, by for forming finitely 
many successive elementary transformations on a matrix A. 

Denoted by  A~ B. 
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 2.5.4 Rank of a Matrix: 

 Definition 5.2: 

  A positive integer ‘r’ is said to be the rank of a non- zero matrix A if 

(i) There exists at least one non-zero minor of order r of A and 
(ii) Every minor of order greater than r of A is zero. 

The rank of a matrix A is denoted by . 

 2.5.5 Echelon Matrices: 

   Definition 5.3: 

A matrix is said to be echelon form (echelon matrix) if the number of zeros 

preceding the first non zero entry of a row increasing by row until zero rows remain. 

In particular, an echelon matrix is called a row reduced echelon matrix if the distinguished 
elements are 

(i) The only non- zero elements in their respective columns. 
(ii) Each equal to 1. 

Remark: The rank of a matrix in echelon form is equal to the number of non-zero rows of the matrix. 

Example 7:  

  Reduce following matrices to row reduce echelon form 

(i)      

(ii)  

         2.6: Solution of System of Linear Equation by Matrix Method 

  2.6.1 Solution of the linear system AX= B 

 We now study how to find the solution of system of m linear equations in n unknowns. 

 Consider the system of equations in unknowns   as 

    

    

   …………………………………………………. 
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   is called system of linear equations with n unknowns . If the 

constants   are all zero then the system is said to be homogeneous type. 

 The above system can be put in the matrix form as 

   AX= B 

 Where        X =       B=   

 The matrix is called coefficient matrix, the matrix X is called matrix of unknowns and 

B is called as matrix of constants, matrices X and B are of order . 

Definition 6.1: (consistent) 

    A set of values of which satisfy all these equations 

simultaneously is called the solution of the system. If the system has at least one solution 
then the equations are said to be consistent otherwise they are said to be inconsistent. 

Theorem 2.5.1: 

    A system of m equations in n unknowns represented by the matrix equation AX= B       is 
consistent if and only if   . That is the rank of matrix A is equal to rank of 

augment matrix ( ) 

Theorem 2.5.2:  

   If A be an non-singular matrix, X be an  matrix and B be an  matrix then the 

system of equations AX= B has a unique solution.  

           

   (1)               

 

 

 

 

     

 

 

 

 

Consistent if   

Unique solution if r=n Infinite solution if r<n 

Inconsistent if   
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(2) 

 

 

 

 

Therefore every system of linear equations solutions under one of the following: 

(i) There is no solution 
(ii) There is a  unique solution  
(iii) There are more than one solution 

Methods of solving system of linear Equations: 

 6.1 Method of inversesion: 

 Consider the matrix equation 

  Consider the matrix equation 

         Where  

 Pre multiplying by , we have 

    

     

Thus , has only one solution if  and is given by . 

 6.2 Using Elementary row operations: (Gaussian Elimination) 
 Suppose the coefficient matrix is of the type . That is we have m equations in n 

unknowns Write matrix  and reduce it to Echelon augmented form by applying 

elementary row transformations only.  

 

 

 Example 8: Solve the following system of linear equations using matrix method 

 

 

 

 

 

 

 

 

  

 

(ii) 

 

 

 

 

If   Trivial solution If    Infinite solutions 
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 Example 9: Determine the values of a so that the following system in unknowns x, y and z has  

(i) No solutions 
(ii) More than one solutions 
(iii) A unique solution 

     

    

    

 

 

  

 

     

                          
                 

             
   

 

2.7: Eigen values and Eigenvectors: 

If A is a square matrix of order n and X is a vector in , ( X considered as column matrix), we are going to 

study the properties of non-zero X, where AX are scalar multiples of one another. Such vectors arise 
naturally in the study of vibrations, electrical systems, genetics, chemical reactions, quantum mechanics, 
economics and geometry. 

Definition 7.1: 
 If A is a square matrix of order n , then a non-zero vector X in is called eigenvector of A if   

for some scalar . The scalar   is called an eigenvalue of A, and X is said to be an eigenvector of A 

corresponding to . 

Remark: Eigen values are also called proper values or characteristic values. 

Example 10: The vector   is an eigenvector of A=  

  

 

Theorem 2.7.1: If A is a square matrix of order n and is a real number, then is an eigenvalue of A if and 
only if . 

Proof:  If    is an eigenvalue of A,  the there exist a non-zero X  a vector in  such that  . 

   

    Where I is a identity matrix of order n. 

     

  The equation has trivial solution when if and only if . The equation has non-zero solution if 

and only if   = 0. 

Conversely , if  = 0 then by the result there will be a non-zero solution for the equation,  
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That is, there will a non-zero X  in  such that , which shows that   is an eigenvalue of A. 

 Example 11: Find the eigen values of the matrixes 

(i)  A =   (ii)  B   

 Theorem 2.7.2: 

 If A is an    matrix and    is a real number, then the following are equivalent: 

(i)  is an eigenvalue of A. 

(ii) The system  of equations     has non-trivial solutions. 

(iii) There is a non-zero vector  X  in   such that  . 

(iv)  Is a solution of the characteristic equation   = 0. 

    matrix and  be the eigen value of A. The set of all vectors X in  which satisfy 

 is called the eigen space of a corresponding to . This is denoted by  . 

Definition 7.2: 

Let A be an the 
identity 

Remark:  

 The eigenvectors of A corresponding to an eigen value are the non-zero vectors of X that satisfy 

. Equivalently the eigen vectors corresponding to   are the non zero in the solution space of 

. Therefore, the eigen space is the set of all non-zero X that satisfy   with 

trivial solution in addition. 

Steps to obtain eigen values and eigen vectors 

 Step  I : For all real numbers    form  the matrix  

 Step II:  Evaluate       That is characteristic polynomial of A. 

 Step III: Consider the equation     ( The characteristic equation of A) Solve the equation 

for   Let     be eigen values of A thus calculated. 

 Step IV: For each     consider the equation  

   Find the solution space of this system which an eigen space   of A, corresponding to 

the eigen value    of A . Repeat this for each  

 Step V: From step IV , we can find basis and dimension for each eigen space   for                         

  

Example 12:  

 Find  (i)    Characteristic polynomial 

(ii) Eigen values 
(iii) Basis for the eigen space of a matrix 
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Example 13: 

  Find eigen values of the matrix 

   

 Also eigen space corresponding to each value of A. Further find basis and dimension for the same. 

 

 2.7.2 Diagonalization: 

Definition 7.3: A square matrix A is called diagonalizable if there exists an invertible matrix P such that  
  is a diagonal matrix, the matrix P is said to diagonalizable A. 

Theorem 2.7.3: If A is a square matrix of order n, then the following are equivalent.  

(i) A is diagonizible. 
(ii) A has n linearly independent eigenvectors. 

Procedure for diagonalizing a matrix 

 Step I: Find n linearly independent eigenvectors of A, say  

   Step  II:  From the matrix P having   as its column vectors. 

 Step III: The matrix      will then be diagonal with    as its successive diagonal 

entries, where    is the eigenvalue corresponding to . 

 Example 14: Find a matrix P that diagonalizes 
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Exercise 

 1. Show that the square matrix   is a singular matrix. 

 2. If   determine (i)      (ii) Adj A 

 3. Find the inverse of the matrix    

 4. If   and  determine 

(i)        (ii)  AB     (iii)  A 

 5. Consider the matrix    

(i) Compute   (ii)  find adj  A 

(iii)      Verify  I       (iv)  Find   

 6. Find the possible value of x can take, given that 

       such that . 

   7. If  find the values of m and n given that  

 8. Find the echelon form of matrix: 

















251694

5432

1111

 Hence discuss (1) unique solution (ii) many solutions and (iii) No solutions of 

the following system and solve completely.   

  x     + y     + z = 1 

2x + 3y   + 4z = 5 
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4x + 9y + 16z = 25 

 9. If matrix A is 
















rqp

100

010

 and I, the unit matrix of order 3, show that 
23 rAqApIA  . 

10. Let A be a square matrix  

a. Show that  
  

b. Show that  
  

  11. Find values of a,b and c so that the graph of the polynomial  passes through 

the points (1,2), (-1,6) and (2,3). 

  12. Find values of a,b and c so that the graph of the polynomial passes through 

the points (-1,0) and has a horizontal tangent at (2,-9). 

13. Let   be the augmented matrix for a linear- system. For what value of a and  b does 

the system have 

a. a  unique solution 
b. a one- parameter solution 
c. a two parameter- solution 
d. no solution 

  14. Find a matrix K such that  given that 

     

a. For the triangle below, use trigonometry to show  
  

   

   

 And then apply Crame’s Rule to show 

   

Use the Cramer’s rule to obtain similar formulas for  and .    































































































































4.1 

*Method of multipliers: Consider a 

fraction 

 
Taking 1,2, 3 as multipliers, each 

fraction  

 

4.1 Introduction 

               Chapter 4 
Partial Differential Equations  

A differential equation which involves partial derivatives is called partial differential equation 

(PDE). The order of a PDE is the order of highest partial derivative in the equation and the 

degree of PDE is the degree of highest order partial derivative occurring in the equation. Thus 

order and degree of the PDE    are respectively 2 and 3. 

If ‘z’ is a function of two independent variables ‘x’ and ‘y’, let us use the following notations for 

the partial derivatives of ‘z’ : 

 

4.2  Linear Partial Differential Equations of 1st Order 

If in a 1st order PDE, both ‘ ’ and ‘ ’ occur in 1st degree only and are not multiplied together,  

then it is called a linear PDE of 1st order, i.e. an equation of the form are 

functions of is a linear PDE of 1st order. 

Lagrange’s Method to Solve a Linear PDE of 1st Order (Working Rule) : 

4.2.1 Form the auxiliary equations  

4.2.2 Solve the auxiliary equations by the method of grouping or the method of multipliers* or 

both to get two independent solutions:      where 𝑎 and 𝑏 are arbitrary 

constants. 

4.2.3 or is the general solution of the equation  
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Example 1. Solve the PDE  

Solution: Comparing with general form  

Step 1. 
 

Auxiliary equations are 
 

Step 2. 

Taking as multipliers, each fraction  
 

 

Integrating, we get 
 

 

                ① 

This is 1st independent solution. 

Now for 2nd independent solution, taking last two members of auxiliary equations: 
 

 

 

 

Integrating, we get 
 

 

      ② 

Which is 2nd independent solution 
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From ① and ②, general solution is: 
 

4.3 Homogenous Linear Equations with Constant Coefficients 

An equation of the form 
 

  ③ 
 

where are  constant  is  called  a  homogeneous  linear  PDE  of  nth order with constant 

coefficients. It is homogeneous because all the terms contain derivatives of the same order. 

③ may be written as:  
       

or ) z =  , where 
𝜕

𝜕𝑥
≡ 𝐷 and 

𝜕

𝜕𝑦
≡ 𝐷′ 

4.3.1 Solving Homogenous Linear Equations with Constant Coefficients 

Case 1: When  

i.e. equation is of the form 0 --------- ④ 

or   

In this case Z = C.F. 

Case 2: When  

i.e. equation is of the form  -------- ⑤ 

or   

In this case Z = C.F. + P.I. 

Where C.F. denotes complimentary function and P.I. denotes Particular Integral. 

Rules for finding C.F. (Complimentary Function) 

Step 1:  Put and in ④ or ⑤ as the case may 

be Then A.E. (Auxiliary Equation) is: 

Step 2: Solve the A.E. (Auxiliary Equation): 
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i. If the roots of A.E. are real and different say and , then 

C.F. =  

ii. If the roots of A.E. are equal say , then 

C.F. =  
 

 

Example 1.2 Solve 
 
 

Solution: 
 
 

Auxiliary equation is:  
 
 

 
 

 

C.F. =  
 

Z =  
 

 
Example 1.3 Solve 

 
 

Solution: 
 
 

Auxiliary equation is:  
 
 

 
 

 

C.F. =  

z= 

Rules for finding P.I. (Particular Integral) 
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* Applicable only if  

Let the given PDE be ) z =  

 

P.I = 
 

 
Case I : When 

 

Put and 
 

 

If  , P.I = 
 
 
 

and if , P.I = 
 
 

Now put   and  
 
 

Example 1.4 Solve 

 
 

Solution: 
 

Auxiliary equation is:  
 
 

 
 

 

C.F. =  
 
 

P.I = 
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Put ,  
 
 

P.I = = 
 
 

Z = 
 
 

Example 1.5 Solve  
 

 
Solution: 

 
 

⇒  
 

Auxiliary equation is:  
 
 

 
 

 

C.F. = 
 
 
P.I = 

 

 
Putting 

 
, 

  
, denominator = 0 

 
P.I = 

 

= 

 

 

 
Putting 
 
 
P.I. = 

 
, 

  
, again denominator = 0 
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⇒ P.I. = 
 
 

Complete solution is Z= C.F. + P.I. 

 
⇒ Z =  

 
Case  II  : When ,   is a trigonometric function of sine or 

cosine. 

P.I =  

 
Example 1.6 Solve   

Solution: Auxiliary equation is:  

 

 

C.F. =  +  
 
 

P.I = 
 
 

=  =  

= 
 
 

= 
 

= 
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P.I. = 

Put ,  , 

 
= 

    

 
= 

    

 
= 

    

 
= 

    

 
= 

    

 
= 

    

 
= 

    

 
= 

    

 
= 
 

Z = 

   
 
 

+ 

 

 
Case III 

 
: When 

  
or 
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P.I = 
 

Put , , 
 

Hence P.I =  

 
Example 1.7 Solve 

 
 

Solution: 
 

Auxiliary equation is:  
 
 

 
 

 

C.F. =  
 
 

P.I =   =  

 
= 

 
 

Putting , in the 1st term, , in the 2nd term 

=  +  
 
 

Complete solution is Z= C.F +P.I 
 

Z= 
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Case IV : When  

 
P.I =  

=  
 
 

Expand   in ascending powers of or and operate on  term by term. 

 
Example 1.8 Solve  

 

Solution: 

 
Auxiliary equation is:  

 
 

 
 

 

C.F. =  
 
 

P.I =  

 
= 

 
 

=  
 
 

 
= 
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= 
 
 

P.I. = = 
 

Complete solution is Z= C.F +P.I 

Z = 
 

Example 1.9 Solve  
 
 

Solution: Auxiliary equation is:  
 
 

 
 

 

C.F. =  
 
 

P.I = 
 

 
= 

 
 

=  
 
 

 
= 

 
 

= 
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= 
 
 

= 
 
 

⇒ P.I. = 
 

Complete solution is Z= C.F +P.I 

Z = 

 

Case V: In case of any function of   or when solution fails for any case by above given 

methods 

P.I =  

 
Resolve into partial fractions considering as function of alone. 

P.I =  = 

 
where is replaced by   after integration. 

 
Example 1.10 Solve  

Solution: Auxiliary equation is: 

 
 

 

C.F. =  
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P.I =  =  = 

 
=  

 
Putting  

 
 

=  

 
=  

 
= 

 

 

Putting 
 
 

= 
 
 

=  

 
=  

 
 

Putting  
 
 

= 
 

=  
 

=  
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Putting  
 

P.I. =  
 

Complete solution is Z= C.F +P.I 

Z = 

 

Example 1.11 Solve 

 
 

Solution: 
 
 

Auxiliary equation is:  
 
 

 
 

 

C.F. = 
 

 

P.I = 
 
 

Putting ,  ,denominator =0 

 
∴ solution fails as per case II, resolving denominator into partial fractions 

P.I =  

=  

 
Putting   



4.15  

=  

= 
 
 
 

=  

= 
 
 

Putting  

 
=  

 

=  

=  

 
=  

 
Putting 

 
 

⇒P.I. = 

 
Complete solution is Z= C.F +P.I 

Z = 
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4.3.2 Non-Homogeneous Linear Equations 

If  in  the  equation     ,  the polynomial   in , is not 

homogeneous, then it is called a non-homogeneous partial differential equation. 

Working Rule to Solve a Non-Homogeneous-Homogeneous Linear Equation 

Step1: Resolve into linear factors of the form 

………. 
 

Step2: Auxiliary equation is 
 

 

Step3: C.F.= 

In case of two repeated factors 

 
………. = 0 

C.F.= 

Step4: Find P.I. by using usual methods of homogeneous PDE. 

Step5: Complete solution is Z = C.F. + P.I. 

Note: If the Auxiliary equation is of the form 

………. = 0 
 

Then C.F.= 
 
 
 

Example 1.12 Solve  
 
 

Solution: Auxiliary equation is: 
 

Clearly is satisfying the equation, ∴ is a factor. 

Dividing by  , we get 
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⇒ C.F. =  
 
 

P.I = 
 

 

Putting , ,  
 
 

⇒P.I = = 
 
 

Putting D = 1 

 
P.I. =  

 
 

Complete solution is Z= C.F. + P.I. 

 
⇒ Z =  

 

Example 1.13 Solve  
 
 

Solution: Auxiliary equation is:  

 
. 

 

⇒ C.F. =  
 
 

P.I =  

Putting ,  
 
 

⇒ P.I = = 
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= 
 

=  

=  

=  

 
=  

 
= 

 
 

Complete solution is Z= C.F. + P.I. 

 
⇒ Z =  

 
4.4 Applications of PDEs (Partial Differential Equations) 

In this Section we shall discuss some of the most important PDEs that arise in various branches 

of science and engineering. Method of separation of variables is the most important tool, we will 

be using to solve basic PDEs that involve wave equation, heat flow equation and laplace 

equation. 

Wave equation (vibrating string) :  

One- dimensional heat flow (in a rod) :  

Two- dimensional heat flow in steady state (in a rectangular plate ) : 
 

Note: Two-dimension heat flow equation in steady state is also known as Laplace equation. 



4.19  

Working Rule for Method of Separation of Variables 

Let be a function of two independent variables    and t 

Step1. Assume the solution to be the product of two functions each of which involves only one 
variable. 

Step 2. Calculate the respective partial derivative and substitute in the given PDE. 

Step 3. Arrange the equation in the variable separable form and put LHS = RHS = K 

(as both    and  are independent variables) 

Step 4. Solve these two ordinary differential equations to find the two functions of and 

alone. 

Example 1.14 Solve the equation  given that 

Solution: Step1. 

Let ……………. ① 

where is a function of alone and be a function of alone. 

Step 2. 

, 
 

Substituting these values of , in the given equation 
 

 

 

Putting LHS = RHS = K 

Step 4. 
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i.e.  

 
 

 

 

…….. ② 

 

 
 

 
 

 

……… ③ 

Using ② and ③ in ① 
 
 

 

 

………..④ 

……….. ⑤ 

Given that , using in ⑤ 
 

⇒  , ……………..⑥ 

Using ⑥in ④ 
 

4.4.1 Solution of wave equation using method of separation of variables 

Wave equation is given by  …………….. ① 

where   gives displacement at distance from origin at any time To solve wave equation using 

method of separation of variables, 

Let    ………………….. ② 

where is a function of alone and be a function of alone. 

 , 
 

Substituting these values of , in the wave equation given by ① 
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Arranging in variable separable form 
 

Equating LHS = RHS = K (  

 
⇒ and 

 

⇒ and      ……………. ③ 

Solving ordinary differential equations given in ③, three cases arise 

4.4.1.1   is +ve and = say 

+  , + 

4.4.1.2  is -ve and = say 

+ , + 
 

(iii)When = 0 
 

 

 

+ , + 
 

Again since we are dealing with  wave equation, must be a periodic  function of and , ∴ the 

solution must involve trigonometric terms. Hence the solution given by (ii) i.e. corresponding to 

  is the most plausible solution, substituting (ii) in equation ②   

+ ) ( +  …….. ④ 

Which is the required solution of wave equation. 

Again if we consider a string of length tied at both ends at and  

then displacement of the string at end points at any time is zero . 

⇒  ……….. ⑤ 

and  ……...…⑥ 

using ⑤in ④⇒0 = ( +  

⇒    …………….. ⑦ 

Using ⑦ in ④ , wave equation reduces to 

( + …….. ⑧ 
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Now using ⑥ in ⑧⇒ 0 =  ( +  

⇒     and ( +  

⇒ ⇒   , --------⑨ 

using ⑨ in ⑧  ( +  

Adding up the solutions for different values of we get 

………⑩ 

⑩ is also a solution of wave equation 

Example 1.15 : A string is stretched and fastened to 2 points apart. Motion is started by 
 

displacing the string in the form from which , it is released at time Show 

that the displacement at any point at a distance from one end at time is given by 

Solution: Let the equation of vibrating string be given by      …… ① 

Boundary value conditions are given by : 

 ………….② 

 ……...…..③ 

………….④ 

……⑤ 

Let the solution of ①be given by 

 + ) ( + ……⑥ 
 

Using ② in ⑥ 

⇒ 0 = ( +  

⇒ …………….. ⑦ 
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Using ⑦ in ⑥ , wave equation reduces to 

 ( +  …….. ⑧ 

Now using ③ in⑧⇒ 0 =  ( +  

⇒   and ( +  

⇒ ⇒       -------- ⑨ 

using ⑨ in ⑧  ( + ……..⑩ 

Now to use ④, differentiating ⑩ partially w.r.t. 
 

 ( + 
 

Putting 

 using④ 

⇒ ………⑪ 
 

Using ⑪ in ⑩ 

……..⑫ 

Using ⑤ in ⑫ 
 

⇒ , 

using in ⑫ 
 

 

Note : Above example can also be solved using solution of wave equation given by equation ⑩ 

in section 4.4.1 
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It is to be noted that boundary value conditions ②and ③have been already used in this solution. 

Example 1.16 A tightly stretched string with fixed end points at and is initially at 

rest in its equilibrium position. If it is set vibrating by giving to each of its points a velocity 

, find the displacement of the string at any distance from one end at any time 

Solution: Let the equation of vibrating string be given by      …… ① 

Boundary value conditions are given by : 

 ………….② 

 ……...…..③ 

 ……...…..④ 
 

……….⑤ 

solution of wave equation as given by equation ⑩in section 1.4.1 is 

  …..⑥ 

It is to be noted that boundary value conditions ②and ③ have been already used in this 

solution. 

Now using ④ in ⑥ 
 

 ……… ⑦ 

Using ⑦ in ⑥  
………… ⑧ 

 

Now to use ⑤, differentiating ⑧ partially w.r.t. 
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Putting , 

⇒  ……….⑨ 

Using ⑤ in ⑨ 
 

Multiplying both sides by and integrating w.r.t. within the limits to 
 

 

 

=  

= 
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taking 
 

⑩ 
 

using⑩ in ⑧, required solution is 
 

4.4.2 Solution of heat equation using method of separation of variables 

One dimensional heat flow equation is given by    …………….. ① 

where is  temperature  function at  distance from  origin  at  any time To solve heat 

equation using method of separation of variables, 

Let   ………………….. ② 

where is a function of alone and be a function of alone. 

  ,  

Substituting these values of  , in the heat equation given by ① 

 

Arranging in variable separable form
  

Equating LHS = RHS = K (  

⇒ and 

⇒ and  ……………. ③ 

Solving ordinary differential equations given in ③, three cases arise 
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(i) When is +ve and = say 

and  
 

+ ,  
 

 

+  

(ii) When is ve and = say 
 

+ ,   
 

 
 
 
 

(iii)When = 0 
 

 

+ 
 

+ )  
 

and 
 

⇒ , 

⇒  ) 

⇒ 

The solution given by (ii) i.e. corresponding to   is the most plausible solution for 

steady state. 

Special case: When the ends of a rod are kept at C 

One dimensional heat equation in steady state is given by : 

 + )  …………..④ 

Also since ends of a rod are kept at C 

 ………….⑤ 

 ……...…..⑥ 

Using ⑤in ④⇒ 0 =  

⇒    …………….. ⑦ 

Using ⑦ in ④ , wave equation reduces to 
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…….. ⑧ 
 

Now using ⑥ in ⑧⇒ 0 = ⇒ 

  and  

⇒ ⇒   , ⑨ 

 
using ⑨ in⑧ 

 

Adding up the solutions for different values of the most general solution is given by 
 

………⑩ 

Example 1.17 :A rod of length  with insulated sides is initially at a uniform temperature . Its 

ends are suddenly cooled to C and are kept at that temperature, find the temperature formula 

Solution: One dimensional heat flow equation is given by  
 

Solution of one dimensional heat equation in steady state is given by : 

 + )  …………..① 

 

………….②  

……...…..③ 

Also initial condition is  ……….④ 

The most general solution of heat equation① using ②and③ is given by 

……… ⑤ 

Using ④in ⑤⇒    ………⑥ 

Multiplying both sides  of ⑥ by , and integrating w.r.t. within the limits to 
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=   

⇒ 
 

 

 

Putting ⇒    ………….⑦ 

Using ⑦ in ⑤, the required temperature formula is 

4.4.3 Solution of Laplace equation (two-dimensional heat flow) using method 

of separation of variables 

Consider the heat flow  in a uniform  rectangular  metal plate  at any time   ; if    be the 

temperature at time two dimensional heat flow equation is given by 

 

In steady state, doesn’t change with and hence  

∴ Two dimensional heat flow equation in steady state is given by ………① 

where is temperature function at any point    of the rectangular metal plate. This is 

called Laplace equation in two dimensions. To solve Laplace equation using method of 

separation of variables, 

Let   ………………….. ② 
Where 𝑋 is a function of alone 𝑥 and 𝑌 be a function of along 𝑦. 
 

, 
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Substituting these values of in the Laplace equation given by ① 

 

 

Arranging in variable separable form  

Equating LHS = RHS = K (  

⇒  and  

⇒ and                         ………..③ 

Solving ordinary differential equations given in ③, three cases arise 

4.4.3.1  is +ve and =  say 

+  ,  

+  

4.4.3.2  is -ve and = say 

 +  ,  

 + ) 
 

(iii)When = 0 
 

 

 

and 
 

⇒  ,  

⇒ 

The solution given by (ii) i.e. corresponding to  is the most plausible 

solution for steady state. 

Example 1.18 An infinitely long rectangular uniform plate with breadth π is bounded by two 

parallel  edges maintained at C.  Base of the  plate is  kept  at  a temperature at all points. 

Determine the temperature at any point of the plate in the steady state. 

Solution : In steady state, two dimensional heat flow equation is given by ....① 

Boundary value conditions are 
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………….② 

……...…..③ 

, ……… ④ 

 

⑤ 

Solution of ① is given by : 
 

 

Using ② in ⑥ 

+ ) ……….⑥ 

 

 
 

⇒   ………. ⑦ 

Using ⑦ in ⑥ 
 

 

Using ③ in ⑧ 

 
 

 
…………..⑧ 

 

 
 

⇒  

⇒ 

⇒ …………⑨ 

Using ⑨ in ⑧ 
 
 

Using ④ in ⑩ 

 
 
 
 
 

………..⑩ 

 

 
 

⇒     ……… ⑪ 

Using ⑪ in ⑩ 
 

The most general solution of heat equation is given by 

……… ⑫where 
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Using ⑤ in ⑩ 

⇒ =  
 

Multiplying both sides by , and integrating w.r.t. within the limits to 
 

 

= = ……⑬ 

Let as is odd 

Using ⑬ in ⑫ the required temperature formula is: 
 



 
 

5.1 
 

0 

 
 

 
5.1 Introduction 

Chapter 5 

LAPLACE TRANSFORM 

A transformation is an operation which converts a mathematical expression to a different but 

equivalent form. The well-known transformation logarithms reduce multiplication and division to a simpler 

process of addition subtraction. 

The Laplace transform is a powerful mathematical technique which solves linear equations 

with given initial conditions by using algebra methods. The Laplace transform can also be used to solve 

systems of differential equations, Partial differential equations and integral equations. In this chapter, we will 

discuss about the definition, properties of Laplace transform and derive the transforms of some functions 

which usually occur in the solution of linear differential equations. 

5.2 Laplace transform 

Let 𝑓(𝑡) be a function of t defined for all 𝑡 ≥ 0 .then the Laplace transform of𝑓(𝑡), denoted by 

𝐿[ 𝑓(𝑡)] is defined by 

𝐿[ 𝑓(𝑡)] = ∫
∞ 
𝑒−𝑠𝑡 𝑓(𝑡)𝑑𝑡 

Provided that the integral exists, “s” is a parameter which may be real or complex. Clearly 𝐿[𝑓(𝑡)] is a 

function of s and is briefly written as 𝐹(𝑠) (𝑖. 𝑒. ) 𝐿[ 𝑓(𝑡)] = 𝐹(𝑠) 

Piecewise continuous function 

A function 𝑓(𝑡) is said to be piecewise continuous is an interval 𝑎 ≤ 𝑡 ≤ 𝑏, if the interval can be sub 

divided into a finite number of intervals in each of which the function is continuous and has finite right and 

left-hand limits. 

Exponential order 

A function 𝑓(𝑡) is said to be exponential order if lim 𝑒−𝑠𝑡𝑓(𝑡) is a finite quantity, where 𝑠 > 
𝑡→∞ 

0(exists). 

Example: 5.1 Show that the function 𝒇(𝒕) = 𝒆𝒕
𝟑 

is not of exponential order.  

Solution: 

lim 𝑒−𝑠𝑡 𝑒𝑡
3 
=lim 𝑒−𝑠𝑡+𝑡

3 
= lim 𝑒𝑡

3−𝑠𝑡
 

𝑡→∞ 𝑡→∞ 𝑡→∞ 

= 𝑒∞ = ∞, not a finite quantity. 

Hence 𝑓(𝑡) = 𝑒𝑡
3 
is not of exponential order. 

Sufficient conditions for the existence of the Laplace transform 

The Laplace transform of 𝑓(𝑡) exists if 

i) 𝑓(𝑡) is piecewise continuous in the interval 𝑎 ≤ 𝑡 ≤ 𝑏 

ii) 𝑓(𝑡) is of exponential order. 
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0 

0 0 

0 

0 

Note: The above conditions are only sufficient conditions and not a necessary condition. 

Example: 5.2 Prove that Laplace transform of 𝒆𝒕
𝟐 

does not exist. 

Solution: 

lim 𝑒−𝑠𝑡 𝑒𝑡
2 
=lim 𝑒−𝑠𝑡+𝑡

2 
= lim 𝑒𝑡

2−𝑠𝑡
 

𝑡→∞ 𝑡→∞ 𝑡→∞ 

= 𝑒∞ = ∞ ,not a finite quantity. 

∴ 𝑒𝑡
2  

is not of exponential order. 

Hence Laplace transform of 𝑒𝑡
2 

does not exist. 

5.3 Properties of Laplace transform 
Property: 1 Linear property 

𝑳[𝒂𝒇(𝒕) ± 𝒃𝒈(𝒕)] = 𝒂𝑳[𝒇(𝒕)] ± 𝒃𝑳[𝒈(𝒕)] , where a and b are constants. 

Proof: 

𝐿[𝑎𝑓(𝑡) ± 𝑏𝑔(𝑡)] = ∫
∞

[𝑎𝑓(𝑡) ± 𝑏𝑔(𝑡)] 𝑒−𝑠𝑡𝑑𝑡 

=𝑎 ∫
∞ 
𝑓(𝑡)𝑒−𝑠𝑡𝑑𝑡 ± 𝑏 ∫

∞ 
𝑔(𝑡) 𝑒−𝑠𝑡𝑑𝑡 

 

 
Property: 2 Change of scale property. 

If  𝑳[𝒇(𝒕)] = 𝑭(𝒔), then 𝑳[𝒇(𝒂𝒕)] = 
𝟏 
𝑭 (

𝒔
) ; 𝒂 > 0 

Proof: 
 

 
Given 𝐿[𝑓(𝑡)] = 𝐹(𝑠) 

𝒂 𝒂 

∴ ∫
∞ 
𝑒−𝑠𝑡 𝑓(𝑡) 𝑑𝑡 = 𝐹(𝑠) ⋯ ⋯ (1) 

By the definition of Laplace transform, we have 

𝐿[𝑓(𝑎𝑡)] = 

Put at= 𝑥 𝑖𝑒. , 𝑡 = 
𝒙 
⇒ 𝑑𝑡 = 

𝑑𝑥
 

∫
∞ 
𝑒−𝑠𝑡 𝑓(𝑎𝑡) 𝑑𝑡 ⋯ ⋯ (2) 

𝒂 𝑎 

∞  −𝒔𝒙 
 

𝑑𝑥 

(2) ⇒ 𝐿[𝑓(𝑎𝑡)] = ∫0 𝑒 𝒂  𝑓(𝑥) 
𝑎 

𝟏 ∞ −𝒔𝒙 

= 
𝒂 
∫0 𝑒 𝒂  𝑓(𝑥)𝑑𝑥 

1 ∞  −𝑠𝑡 

Replace 𝑥 by t,  𝐿[𝑓(𝑎𝑡)] = 
𝑎 
∫0 

𝑒 𝑎  𝑓(𝑡)𝑑𝑡 
 

 
Property: 3 First shifting property. 

If 𝑳[𝒇(𝒕)] = 𝑭(𝒔), then i) 𝑳[𝒆−𝒂𝒕𝒇(𝒕)] = 𝑭(𝒔 + 𝒂) 

   ii)    𝑳[𝒆𝒂𝒕𝒇(𝒕)] =  𝑭(𝒔 − 𝒂) 

Proof: 

(i) 𝐿[𝑒−𝑎𝑡𝑓(𝑡)] = 𝐹(𝑠 + 𝑎) 

𝐿[𝑎𝑓(𝑡) ± 𝑏𝑔(𝑡)] = 𝑎 𝐿[𝑓(𝑡)] ± 𝑏 𝐿[𝑔(𝑡)] 

𝑳[𝒇(𝒂𝒕)] = 𝑭 (  ) ; 𝒂 > 0 
𝟏 𝒔 

𝒂 a 
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0 

0 

0 

0 

0 

0 

0 

∫ ∫ 

0 

0 

0 

Given 𝐿[𝑓(𝑡)] = 𝐹(𝑠) 

∴ ∫
∞ 
𝑒−𝑠𝑡 𝑓(𝑡) 𝑑𝑡 = 𝐹(𝑠) ⋯ (1) 

By the definition of Laplace transform, we have 

𝐿[𝑒−𝑎𝑡𝑓(𝑎𝑡)] = 

= 

∫
∞ 
𝑒−𝑠𝑡 𝑒−𝑎𝑡𝑓(𝑡) 𝑑𝑡 

∫
∞ 
𝑒−(𝑠+𝑎)𝑡 𝑓(𝑡) 𝑑𝑡 

 

 
(ii) 𝐿[𝑒𝑎𝑡𝑓(𝑎𝑡)] = 

= 

= 𝐹(𝑠 + 𝑎) by (1) 

∫
∞ 
𝑒−𝑠𝑡 𝑒𝑎𝑡𝑓(𝑡) 𝑑𝑡 

∫
∞ 
𝑒−(𝑠−𝑎)𝑡 𝑓(𝑡) 𝑑𝑡 

= 𝐹(𝑠 − 𝑎) by (1) 

Property: 4 Laplace transforms of derivatives 𝑳[𝒇′(𝒕)] = 𝒔𝑳[𝒇(𝒕)] − 𝒇(𝟎) 

Proof: 

𝐿[𝑓′(𝑡)] = 
∞ 
𝑒−𝑠𝑡 𝑓 ′(𝑡) 𝑑𝑡 = 

∞ 
𝑢𝑑𝑣 

0 0 

= [𝑢𝑣]∞ − ∫ 𝑢   𝑑    𝑣 

= [𝑒−𝑠𝑡 𝑓(𝑡)]∞ − 

 

 

∫
∞ 
𝑓(𝑡) (−𝑠)𝑒−𝑠𝑡 𝑑𝑡 

= 0 − 𝑓(0) + 𝑠𝐿[𝑓(𝑡)] 

= 𝑠𝐿[𝑓(𝑡)] − 𝑓(0) 

𝑳[𝒇′(𝒕)] = 𝒔𝑳[𝒇(𝒕)] − 𝒇(𝟎) 

Property: 5 Laplace transform of derivative of order n 

𝑳[𝒇𝒏(𝒕)] = 𝒔𝒏𝑳[𝒇(𝒕)] − 𝒔𝒏−𝟏 𝒇(𝟎) − 𝒔𝒏−𝟐𝒇′(𝟎) ⋯ − 𝒔𝒏−𝟑 𝒇′′(𝟎) − ⋯ 𝒇𝒏−𝟏 (𝟎) 

Proof: 

We know that 𝐿[𝑓′(𝑡)] = 𝑠𝐿[𝑓(𝑡)] − 𝑓(0) ⋯ ⋯ (1) 

𝐿[𝑓𝑛(𝑡)] = 𝐿[[𝑓′(𝑡)]′] 

= 𝑠𝐿[𝑓′(𝑡)] − 𝑓′(0) 

= 𝑠[𝑠𝐿[𝑓(𝑡)] − 𝑓(0)] − 𝑓′(0) 

= 𝑠2𝐿[𝑓(𝑡)] − 𝑠𝑓(0) − 𝑓′(0) 

Similarly, 𝐿[𝑓′′′(𝑡)] = 𝑠3𝐿[𝑓(𝑡)] − 𝑠2𝑓(0) − 𝑠𝑓′(0) − 𝑓′′(0) 

In general,  𝑳[𝒇𝒏(𝒕)] = 𝒔𝒏𝑳[𝒇(𝒕)] − 𝒔𝒏−𝟏 𝒇(𝟎) − 𝒔𝒏−𝟐𝒇′(𝟎) ⋯ − 𝒔𝒏−𝟑 𝒇′′(𝟎) − ⋯ 𝒇𝒏−𝟏 (𝟎) 

Laplace transform of integrals 
Theorem: 1 If 𝑳[𝒇(𝒕)] = 𝑭(𝒔), then 𝑳            𝒅𝒕] = 

𝑭(𝒔)
.

 
Proof: 

Let, 𝑔(𝑡) =∫
𝑡 
𝑓(𝑡)𝑑𝑡      

                                s 
      

∴ 𝑔′(𝑡) = 𝑓(𝑡) 

And 𝑔(0) = 

 

 

∫
0 
𝑓(𝑡)𝑑𝑡 = 0 

𝑢 = 𝑒−𝑠𝑡 

∴ 𝑑𝑢 = −𝑠𝑒−𝑠𝑡𝑑𝑡 

𝑑𝑣 = 𝑓′(𝑡)𝑑𝑡 

∴ 𝑣 = ∫ 𝑓′(𝑡)𝑑𝑡 

= 𝑓(𝑡) 

0 

∞ 

∫ 𝒇(𝒕)
𝒕

𝟎
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0 

𝒏 

Now𝐿[𝑔′(𝑡)] = 𝐿[𝑓(𝑡)] 

𝑠𝐿[𝑔(𝑡)] − 𝑔(0) = 𝐿[𝑓(𝑡)] 

𝑠𝐿[𝑔(𝑡)] = 𝐿[𝑓(𝑡)] ∴ 𝑔(0) = 0 

𝐿[𝑔(𝑡)] = 
𝐿[𝑓(𝑡)]

 
𝑠 

𝒕 𝑭(𝒔) ∴ 
∫𝟎 𝒔

 

Theorem: 2 If 𝑳[𝒇(𝒕)] = 𝑭(𝒔), then 𝑳[𝒕𝒇(𝒕)] = −     
𝒅 
𝑭(𝒔) 

           𝒅𝒔 

Proof:  

Given  𝐿[𝑓(𝑡)] = 𝐹(𝑠) 

∴ ∫
∞ 
𝑒−𝑠𝑡 𝑓(𝑡) 𝑑𝑡 = 𝐹(𝑠) ⋯ ⋯ (1) 

Differentiating (1) with respect to s, we get 
                   d ∞               

    𝑑𝑠   0 
 

∞ 𝜕 (𝑒−𝑠𝑡 )𝑓(𝑡) 𝑑𝑡 = 
𝑑 
𝐹(𝑠) 

0 𝜕𝑠 𝑑𝑠 

∞(−𝑡)𝑒−𝑠𝑡 𝑓(𝑡) 𝑑𝑡 = 
𝑑  

𝐹(𝑠) 
0 𝑑𝑠 

 

 

−𝐿[𝑡𝑓(𝑡)] = 
𝑑 
𝐹(𝑠) 

𝑑𝑠 

 

∴ 𝑳[𝒕𝒇(𝒕)] = − 
𝒅 
𝑭(𝒔) 

𝒅𝒔 

Note: In general 𝑳[𝒕𝒏𝒇(𝒕)] = (−𝟏)𝒏 
𝒅𝒏 

𝑭(𝒔) 
𝒅𝒔 

Example: 5.3 If 𝑳[𝒇(𝒕)] = 
𝒔𝟐−𝒔+𝟏

 
(𝟐𝒔+𝟏)𝟐(𝒔−𝟏) 

then find  𝑳[𝒇(𝟐𝒕)]. 

Solution: 

 

 

 

∫ 

∫ 

𝑓(𝑡) 𝑑𝑡 = 

∫ 𝑒−𝑠𝑡 𝑓(𝑡)𝑑𝑡 =F(s) 
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0 

0 

0 

0 

0 

0 

 

Laplace transform of some Standard functions 

Result: 1 Prove that  

Proof: 

 

Note: If n is an integer, then Γ(𝑛 + 1) = 𝑛! 

∴ 𝐿[𝑡𝑛] =  
n!

 
𝑠𝑛+1 if n is an integer 

If 𝑛 = 0 , then 𝐿[1] = 
1

 
𝑠 

If 𝑛 = 1 , then 𝐿[𝑡] = 
1

 
𝑠2 

Similarly 𝐿[𝑡2] = 
2!

 
𝑠3 

𝐿[𝑡3] = 
3!

 
𝑠4 

Result: 2 Prove that 𝑳(𝒆𝒂𝒕) =  
𝟏

 
𝒔−𝒂 

 

 
, 𝒔 > 𝒂 

Proof: 
 
We know that 𝐿[𝑓(𝑡)] = 

 

∫
∞ 
𝑒−𝑠𝑡 𝑓(𝑡) 𝑑𝑡 

∴ 𝐿(𝑒𝑎𝑡) = 

= 

∫
∞ 
𝑒−𝑠𝑡𝑒𝑎𝑡  𝑑𝑡 

∫
∞ 
𝑒−𝑡(𝑠−𝑎) 𝑓(𝑡) 𝑑𝑡 

𝑒−𝑡(𝑠−𝑎)  ∞ 
= [ ] 

−(𝑠−𝑎)  0 

 

 
∴ 𝐿(𝑒𝑎𝑡) =  

1
 

𝑠−𝑎 

= − [0 − ( 
1 

)] 
𝑠−𝑎 

Result: 3 Prove that 𝑳(𝒆−𝒂𝒕) =  
𝟏

 
𝒔+𝒂 

, 𝒔 > 𝒂 

Proof: 
 
We know that 𝐿[𝑓(𝑡)] = 

 

∫
∞ 
𝑒−𝑠𝑡 𝑓(𝑡) 𝑑𝑡 

∴ 𝐿(𝑒−𝑎𝑡) = ∫
∞ 
𝑒−𝑠𝑡𝑒−𝑎𝑡  𝑑𝑡 

= ∫
∞ 
𝑒−𝑡(𝑠+𝑎) 𝑓(𝑡) 𝑑𝑡 

𝑒−𝑡(𝑠+𝑎)  ∞ 
= [ ] 

−(𝑠+𝑎)  0 

 

 
∴ 𝐿(𝑒𝑎𝑡) =  

1
 

𝑠+𝑎 

= − [0 − ( 
1 

)] 
𝑠+𝑎 
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0 

0 

0 

0 

Result: 4 Prove that 𝑳[𝒔𝒊𝒏𝒂𝒕] = 
𝒂

 
𝒔𝟐+𝒂𝟐 

Proof: 
 
We know that 𝐿[𝑓(𝑡)] = 

𝐿[𝑠𝑖𝑛𝑎𝑡] = 

 

∫
∞ 
𝑒−𝑠𝑡 𝑓(𝑡) 𝑑𝑡 

∫
∞ 
𝑒−𝑠𝑡 𝑠𝑖𝑛𝑎𝑡 𝑑𝑡 

 

 

     Result: 5 Prove that 𝑳[𝒄𝒐𝒔𝒂𝒕] = 
𝒔
 

𝒔𝟐+𝒂𝟐 

 
 

Proof: 
 
We know that 𝐿[𝑓(𝑡)] = 

 

∫
∞ 
𝑒−𝑠𝑡 𝑓(𝑡) 𝑑𝑡 

𝐿[𝑐𝑜𝑠𝑎𝑡] = ∫
∞ 
𝑒−𝑠𝑡 𝑐𝑜𝑠𝑎𝑡 𝑑𝑡 

∴ 𝐿[𝑐𝑜𝑠𝑎𝑡] = 
𝑠
 ,      𝑠 > |𝑎|,       

  𝑠2+𝑎2 
 

 

Result: 6 Prove that 𝑳[𝒔𝒊𝒏𝒉𝒂𝒕] = 
𝒂

 
𝒔𝟐−𝒂𝟐 

   

, 𝒔 > |𝒂| 

 

Proof: 

We have 𝐿[𝑠𝑖𝑛ℎ𝑎𝑡] = 𝐿 [  
𝑒𝑎𝑡−𝑒−𝑎𝑡     

] 
2 

= 
1 

[𝐿(𝑒𝑎𝑡) − 𝐿(𝑒−𝑎𝑡)] 
2 

= 
1 [ 𝟏 − 

𝟏 
] 

2 𝒔−𝒂 𝒔+𝒂 

= 
1   𝒔+𝒂−𝒔+𝒂 
2 𝒔𝟐−𝒂𝟐 

= 
1    𝟐𝒂   
2 𝒔𝟐−𝒂𝟐 

∴ 𝐿[𝑠𝑖𝑛ℎ𝑎𝑡] = 
𝒂 

, 𝑠 > |𝑎| 
𝒔𝟐−𝒂𝟐 

Result: 7 Prove that 𝑳[𝒄𝒐𝒔𝒉𝒂𝒕] = 
𝒔
 

𝒔𝟐−𝒂𝟐 

 
, 𝒔 > |𝒂| 

Proof:  
We have 𝐿[𝑐𝑜𝑠ℎ𝑎𝑡] = 𝐿 [  

𝑒𝑎𝑡+𝑒−𝑎𝑡 
] 

2 

= 
1 

[𝐿(𝑒𝑎𝑡) + 𝐿(𝑒−𝑎𝑡)] 
2 

= 
1 [ 𝟏 + 

𝟏 
] 

2 𝒔−𝒂 𝒔+𝒂 

= 
1   𝒔+𝒂+𝒔−𝒂 
2 𝒔𝟐−𝒂𝟐 

= 
1    𝟐𝒔   
2 

∴ 𝐿[𝑐𝑜𝑠ℎ𝑎𝑡] = 
𝒔
 

𝒔𝟐−𝒂𝟐 

 

𝒔𝟐−𝒂𝟐 

, 𝑠 > |𝑎| 
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− 
𝟏 1 

Example: 5.5 Find the Laplace transform of 𝒕 

Solution: 

We have 𝐿[𝑡𝑛] = 
Γ(𝑛+1)

 
𝑠𝑛+1 

𝟐  or  
 

√𝑡 

Put 𝑛 = − 
𝟏
 

                    𝟐   

 

 
 
 
 
 
 
 
 
 
 
   

 Result: 8 Prove that 
 
  Solution:                 

 
 
 

 

- 

L[1]= 
𝟏

𝒔
. 

L[1]= 
1

𝑠
. 

L[1]=  

Example: 5.4 Find L[𝒕𝟏/𝟐]. 

Solution:  
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    FORMULA 

 
 

𝑳[𝒇(𝒕)] = 𝑭(𝒔) 𝑳[𝒇(𝒕)] = 𝑭(𝒔) 

 
 
𝑳[𝟏] =      1        

     𝒔 

 

𝑳[𝒕] = 
𝟏

 
𝒔𝟐 

 

𝑳[𝒕𝒏] = 
𝚪(𝒏+𝟏) 

if n is not an integer 
𝒔𝒏+𝟏 

 

𝑳[𝒕𝒏] =  
𝐧! 

if n is an integer 
𝒔𝒏+𝟏 

 

𝑳(𝒆𝒂𝒕) = 
 𝟏 

 
𝒔−𝒂 

 

𝑳(𝒆𝒂𝒕) =  
𝟏

 
𝒔+𝒂 

𝒂 
𝑳[𝒔𝒊𝒏𝒂𝒕] = 

𝒔𝟐 + 𝒂𝟐 

 
                                        𝒔 
𝑳[𝒄𝒐𝒔𝒂𝒕] = 

𝒔𝟐 + 𝒂𝟐 

 
 

         𝒔 
                        𝑳[𝒄𝒐𝒔𝒉𝒂𝒕] =                                       

  𝒔𝟐 − 𝒂𝟐 
           

                                  𝒂  
                        𝑳[𝒔𝒊𝒏𝒉𝒂𝒕] = 

 𝒔𝟐 − 𝒂𝟐 

 
 
Problems using Linear property 

 

Example: 6 Find the Laplace transform for the following 
 

i. 𝟑𝒕𝟐 + 𝟐𝒕 + 𝟏 

 
ii. (𝒕 + 𝟐)𝟑 
 

 
iii. 𝒂𝒕 

 
iv. 𝐞𝟐𝒕 +  𝟑 
 

 
v. 𝒔𝒊𝒏√𝟐 𝒕 
 

 
 

 

 
 

 

vi. 𝒔𝒊𝒏(𝒂𝒕 + 𝒃) 

 

vii. 𝒄𝒐𝒔𝟑𝟐𝒕 

 

viii. 𝒔𝒊𝒏𝟑𝒕 
 

 
ix. 𝒔𝒊𝒏𝟐𝒕 

 

x. 𝒄𝒐𝒔𝟐𝟐𝒕 
 

 

xi. 𝒄𝒐𝒔𝟓𝒕𝒄𝒐𝒔𝟒𝒕 



 
 

5.9 
 

3 1  

√ 

Solution: 

(i) Given 𝑓(𝑡) = 3𝑡2 + 2𝑡 + 1 

𝐿[𝑓(𝑡)] = 𝐿[3𝑡2 + 2𝑡 + 1] 

= 𝐿[3𝑡2] + 𝐿[2𝑡] + 𝐿[1] 

= 𝐿[3𝑡2] + 𝐿[2𝑡] + 𝐿[1] 

= 3𝐿[𝑡2] + 2𝐿[𝑡] + 𝐿[1] 

= 3 
2 

+ 2 
1 

+   
1

 
𝑠3            𝑠2           𝑠 

∴ 𝐿[3𝑡2 + 2𝑡 + 1] = 
6 

+ 
2 

+  
1

 
𝑠3 𝑠2        𝑠 

(ii) Given 𝑓(𝑡) = (𝑡 + 2)3 = 𝑡3 + 3𝑡2(2) + 3𝑡22 + 23 

𝐿[𝑓(𝑡)] = 𝐿[𝑡3 + 3𝑡2(2) + 3𝑡22 + 23] 

= 𝐿[𝑡3] + 𝐿[6𝑡2] + 𝐿[12𝑡] + 𝐿[8] 

= 
6 

+ 
12 

+ 
12 

+ 
12 

 
(𝑖𝑖𝑖) Given 𝑓(𝑡) = 𝑎𝑡 

𝑠4 𝑠3 𝑠2 𝑠 

𝐿[𝑓(𝑡)] = 𝐿[𝑎𝑡] = 𝐿[𝑒𝑡𝑙𝑜𝑔𝑎] 

𝐿[𝑎𝑡] = 
1

 
𝑠−𝑙𝑜𝑔𝑎 

(iv) Given 𝑓(𝑡) = 𝑒2𝑡+3 

𝐿[𝑓(𝑡)] = 𝐿[𝑒2𝑡+3] = 𝐿[𝑒2𝑡. 𝑒3] 

= 𝑒3𝐿[𝑒2𝑡] 

   
= 𝑒  [ ] 

𝑠−2 

∴ 𝐿[𝑒2𝑡+3] = 𝑒3 [
 1 

] 
𝑠−2 

 

(v) 𝐿[𝑠𝑖𝑛  2𝑡] =  √
2 

 
𝑠2+2 

(vi) Given 𝑓(𝑡) = sin(𝑎𝑡 + 𝑏) = 𝑠𝑖𝑛𝑎𝑡𝑐𝑜𝑠𝑏 + 𝑐𝑜𝑠𝑎𝑡𝑠𝑖𝑛𝑏 

𝐿[𝑓(𝑡)] = 𝐿[sin(𝑎𝑡 + 𝑏)] 

= 𝐿[𝑠𝑖𝑛𝑎𝑡𝑐𝑜𝑠𝑏 + 𝑐𝑜𝑠𝑎𝑡𝑠𝑖𝑛𝑏] 

= 𝑐𝑜𝑠𝑏 𝐿[sin𝑎𝑡] + 𝑠𝑖𝑛𝑏 𝐿[cos𝑎𝑡] 

𝐿[sin(𝑎𝑡 + 𝑏)] = 𝑐𝑜𝑠𝑏 
𝑠
 

𝑠2+𝑎2 

+ 𝑠𝑖𝑛𝑏 
𝑠
 

𝑠2+𝑎2 

(vii) Given 𝑓(𝑡) = cos3 2𝑡 = 
1 

[3𝑐𝑜𝑠2𝑡 + 𝑐𝑜𝑠6𝑡] 
4 

𝐿[𝑓(𝑡)] = 
1 
𝐿[3𝑐𝑜𝑠2𝑡 + 𝑐𝑜𝑠6𝑡] 

4 

= 
1 

[3𝐿(𝑐𝑜𝑠2𝑡) + 𝐿(𝑐𝑜𝑠6𝑡)] 
4 

= 
1 

[3  
𝑠 

+ 
𝑠 

] 
4 𝑠2+4 𝑠2+36 

 

𝐿[cos3 2𝑡] = 
1 

[3  
𝑠 

+ 
𝑠 

] 
4 𝑠2+4 𝑠2+36 

3𝑐𝑜𝑠𝜃 + 𝑐𝑜𝑠3𝜃 
∵ cos3 𝜃 = 

4 



 
 

5.10 
 

𝑳[𝒆−𝒂𝒕𝒇(𝒕)] = 𝑳[𝒇(𝒕)]𝒔→𝒔+𝒂 

𝑳[𝒆𝒂𝒕𝒇(𝒕)] = 𝑳[𝒇(𝒕)]𝒔→𝒔−𝒂 

(viii) Given 𝑓(𝑡) = sin3 𝑡 = 
1 

[3𝑠𝑖𝑛𝑡 − 𝑠𝑖𝑛3𝑡] 
4 

𝐿[𝑓(𝑡)] = 
1 
𝐿[3𝑠𝑖𝑛𝑡 − 𝑠𝑖𝑛3𝑡] 

4 

= 
1 

[3𝐿(𝑠𝑖𝑛𝑡) − 𝐿(𝑠𝑖𝑛3𝑡)] 
4 

= 
1 

[3  
1 

−  
3 

] 
4 𝑠2+1 𝑠2+9 

𝐿[sin3 𝑡] = 
3 

[ 
1 

−  
1 

] 
4 𝑠2+1 𝑠2+9 

(ix) Given 𝑓(𝑡) = sin2 𝑡 = 
1−𝑐𝑜𝑠2𝑡

 
2 

𝐿[𝑓(𝑡)] = 𝐿 [
1−𝑐𝑜𝑠2𝑡

] 
2 

= 
1 

[𝐿(1) − 𝐿(𝑐𝑜𝑠2𝑡)] 
2 

= 
1 

[
1 
− 

𝑠 
] 

2 𝑠 𝑠2+4 

𝐿[cos2 2𝑡] = 
1 

[
1 
− 

𝑠 
] 

2 𝑠 𝑠2+4 

(x) Given 𝑓(𝑡) = cos2 2𝑡 = 
1+𝑐𝑜𝑠4𝑡

 
2 

𝐿[𝑓(𝑡)] = 𝐿 [
1+𝑐𝑜𝑠4𝑡

] 
2 

= 
1 

[𝐿(1) + 𝐿(𝑐𝑜𝑠4𝑡)] 
2 

= 
1 

[
1 

+ 
𝑠 

] 
2 𝑠 𝑠2+16 

𝐿[cos2 2𝑡] = 
1 

[
1 

+ 
𝑠 

] 
2 𝑠 𝑠2+16 

(xi) Given 𝑓(𝑡) = 𝑐𝑜𝑠5𝑡𝑐𝑜𝑠4𝑡 

𝐿[𝑓(𝑡)] = 𝐿[𝑐𝑜𝑠5𝑡𝑐𝑜𝑠4𝑡] 

= 
1 

[𝐿(𝑐𝑜𝑠9𝑡) + 𝐿(𝑐𝑜𝑠𝑡)] 
2 

= 
1 [ 𝑠 + 

𝑠 
] 

2 𝑠2+81 𝑠2+1 

Problems using First Shifting theorem 
 

 
Example: 5.7 Find the Laplace transform for the following: 

 

i. 𝒕𝒆−𝟑𝒕 

ii. 𝒕𝟑𝒆𝟐𝒕 

iii. 𝒆𝟒𝒕𝒔𝒊𝒏𝟐𝒕 

iv. 𝒆−𝟓𝒕𝒄𝒐𝒔𝟑𝒕 

 

v. 𝒔𝒊𝒏𝒉𝟐𝒕𝒄𝒐𝒔𝟑𝒕 
vi. 𝒕𝟐𝟐𝒕 

vii. 𝒕𝟑𝟐−𝒕 

viii. 𝒆−𝟐𝒕𝒔𝒊𝒏𝟑𝒕𝒄𝒐𝒔𝟐𝒕 

 

ix. 𝒆−𝟑𝒕𝒄𝒐𝒔𝟒𝒕𝒄𝒐𝒔𝟐𝒕 
x. 𝒆𝟒𝒕𝒄𝒐𝒔𝟑𝒕𝒔𝒊𝒏𝟐𝒕 
xi. cosh3tsin2t 



 
 

5.11 
 

 

 
(i) 𝒕𝒆−𝟑𝒕 

 
𝐿[𝑡𝑒−3𝑡] = 𝐿[𝑡]𝑠→𝑠+3 

= ( 
1 

) 

 

 
∵ 𝐿(𝑡) = 1

 

𝑠2 
𝑠→𝑠+3 𝑠2 

 

 
(ii) 𝒕𝟑𝒆𝟐𝒕 

∴ 𝐿[𝑡𝑒−3𝑡] = 
1

 
(𝑠+3)2 

 

 

𝐿[𝑡3𝑒2𝑡] = 𝐿[𝑡3]𝑠→𝑠−2 

= (
3!

) 

 
 
 
 

 
∵ 𝐿(𝑡) =  3!

 

 
∴ 𝐿[𝑡3𝑒2𝑡] = 6

 

𝑠4 
𝑠→𝑠−2 𝑠3+1 

 
(iii) 𝒆𝟒𝒕𝒔𝒊𝒏𝟐𝒕 

(𝑠−2)4 

 

 

𝐿[𝑒4𝑡𝑠𝑖𝑛2𝑡] = 𝐿[𝑠𝑖𝑛2𝑡]𝑠→𝑠−4 

= (  
2

 
𝑠2+22 

= 
2 

) 
𝑠→𝑠−4 

(𝑠−4)2+4 

= 
2 

𝑠2−8𝑠+16+4 

∴ 𝐿[𝑒4𝑡𝑠𝑖𝑛2𝑡] = 
2

 
𝑠2−8𝑠+20 

(iv) 𝑳[𝒆−𝟓𝒕𝒄𝒐𝒔𝟑𝒕] 

𝐿[𝑒−5𝑡𝑐𝑜𝑠3𝑡] = 𝐿[𝑐𝑜𝑠3𝑡]𝑠→𝑠+5 

= ( 
𝑠
 

𝑠2+32 

= 
𝑠+5 

) 
𝑠→𝑠+5 

(𝑠+5)2+9 

= 
𝑠+5 

𝑠2+10𝑠+25+9 

∴  𝐿[𝑒−5𝑡𝑐𝑜𝑠3𝑡] = 
𝑠+5

 
𝑠2+10𝑠+34 

(v) 𝑳[𝒔𝒊𝒏𝒉𝟐𝒕𝒄𝒐𝒔𝟑𝒕] 

𝐿[𝑠𝑖𝑛ℎ2𝑡𝑐𝑜𝑠3𝑡] = 𝐿 [(
𝑒2𝑡−𝑒−2𝑡

) 𝑐𝑜𝑠3𝑡] 
2 

= 
1 

[𝐿(𝑒2𝑡𝑐𝑜𝑠3𝑡) − 𝐿(𝑒−2𝑡𝑐𝑜𝑠3𝑡)] 
2 

= 
1 

[𝐿(𝑐𝑜𝑠3𝑡) 
2 

 
𝑠→𝑠−2 − 𝐿(𝑐𝑜𝑠3𝑡) 𝑠→𝑠+2] 

= 
1 

[( 
𝑠 

) − ( 
𝑠 

) ] 
2 𝑠2+32 𝑠→𝑠−2 𝑠2+32 𝑠→𝑠+2 

∴ 𝐿[𝑠𝑖𝑛ℎ2𝑡𝑐𝑜𝑠3𝑡] = 
1 

[ 
𝑠−2

 − 
𝑠+2 ] 

 
(vi) 𝑳[𝒄𝒐𝒔𝒉𝟑𝒕𝒔𝒊𝒏𝟐𝒕] 

2 (𝑠−2)2+9 (𝑠+2)2+9 

𝐿[𝑐𝑜𝑠ℎ3𝑡𝑠𝑖𝑛2𝑡] = 𝐿 [(
𝑒3𝑡+𝑒−3𝑡

) 𝑠𝑖𝑛2𝑡] 
2 



 

5.12  

= 
1 

[𝐿(𝑒3𝑡𝑠𝑖𝑛2𝑡) + 𝐿(𝑒−3𝑡𝑠𝑖𝑛2𝑡)] 
2 

= 
1 

[𝐿(𝑠𝑖𝑛2𝑡) 
2 

 
𝑠→𝑠−3 + 𝐿(𝑠𝑖𝑛2𝑡) 𝑠→𝑠+3] 

= 
1 

[(  
2  

) + (  
2  

) ] 
2 𝑠2+22 𝑠→𝑠−3 𝑠2+22 𝑠→𝑠+3 

∴ 𝐿[𝑐𝑜𝑠ℎ3𝑡𝑠𝑖𝑛2𝑡] = 
1 

[ 
2 

+ 
2 

] 

 
(vii) 𝒕𝟐𝟐𝒕 

2 (𝑠−3)2+4 (𝑠+3)2+4 

𝐿[𝑡22𝑡] = 𝐿[𝑡2𝑒𝑙𝑜𝑔2
𝑡 
] 

= 𝐿[𝑡2𝑒𝑡𝑙𝑜𝑔2] = 𝐿[𝑡2]𝑠→𝑠−𝑙𝑜𝑔2 

= (
2!

) 
𝑠3 

 

= 
2 

𝑠→𝑠−𝑙𝑜𝑔2 

(𝑠−𝑙𝑜𝑔2)3 

 

∴ 𝐿[𝑡22𝑡] =  
2 

(𝑠−𝑙𝑜𝑔2)3 

(viii) 𝒕𝟑𝟐−𝒕 

𝐿[𝑡32−𝑡] = 𝐿[𝑡3𝑒𝑙𝑜𝑔2
−𝑡

] 

= 𝐿[𝑡3𝑒−𝑡𝑙𝑜𝑔2] = 𝐿[𝑡3]𝑠→𝑠+𝑙𝑜𝑔2 

= ( 
3! 

) 
𝑠4 

 

= 
6 

𝑠→𝑠+𝑙𝑜𝑔2 

(𝑠+𝑙𝑜𝑔2)4 

 

∴ 𝐿[𝑡32−𝑡] =  
6 

(𝑠+𝑙𝑜𝑔2)4 

(ix) 𝑳[𝒆−𝟐𝒕𝒔𝒊𝒏𝟑𝒕𝒄𝒐𝒔𝟐𝒕] 

𝐿[𝑒−2𝑡𝑠𝑖𝑛3𝑡𝑐𝑜𝑠2𝑡] = 𝐿[𝑠𝑖𝑛3𝑡𝑐𝑜𝑠2𝑡]𝑠→𝑠+2 

= 
1 
𝐿[sin(3𝑡 + 2𝑡) + sin(3𝑡 − 2𝑡)] 

2 

= 
1 
𝐿[sin 5𝑡 + sin 𝑡] 

 
 
 
 
 
 
 
 

 
𝑠→𝑠+2 

2 𝑠→𝑠+2 

= 
1 

[L(sin 5𝑡) + 𝐿(sin 𝑡)] 
2 

 
𝑠→𝑠+2 

= 
1 [  5 + 

1  
] 

2 𝑠2+52 𝑠2+12 
𝑠→𝑠+2 

= 
1 [ 5 + 

1 
] 

2 (𝑠+2)2+25 (𝑠+2)2+1 

∴ 𝐿[𝑒−2𝑡𝑠𝑖𝑛3𝑡𝑐𝑜𝑠2𝑡] == 
1 

[ 
5 

+ 
1 

] 

 
(x) 𝑳[𝒆−𝟑𝒕𝒄𝒐𝒔𝟒𝒕𝒄𝒐𝒔𝟐𝒕] 

2 (𝑠+2)2+25 (𝑠+2)2+1 

𝐿[𝑒−3𝑡𝑐𝑜𝑠4𝑡𝑐𝑜𝑠2𝑡] = 𝐿[𝑐𝑜𝑠4𝑡𝑐𝑜𝑠2𝑡]𝑠→𝑠+3 

= 
1 
𝐿[cos(4𝑡 + 2𝑡) + cos(4𝑡 − 2𝑡)] 

2 

= 
1 
𝐿[cos6t + cos2𝑡] 

 
 

 
𝑠→𝑠+3 

2 𝑠→𝑠+3 



 

5.13  

= 
1 

[L(cos6 𝑡) + 𝐿(cos2 𝑡)] 
2 

 
𝑠→𝑠+3 

= 
1 [ 𝑠 + 

𝑠 
] 

2 𝑠2+62 𝑠2+22 
𝑠→𝑠+3 

= 
1 [ 𝑠+3 + 

𝑠+3 ] 
2 (𝑠+3)2+36 (𝑠+3)2+4 

∴ 𝐿[𝑒−3𝑡𝑐𝑜𝑠4𝑡𝑐𝑜𝑠2𝑡] = 
1 

[ 
𝑠+3

 + 
𝑠+3 ] 

 
(xi) 𝑳[𝒆𝟒𝒕𝒄𝒐𝒔𝟑𝒕𝒔𝒊𝒏𝟐𝒕] 

2 (𝑠+3)2+36 (𝑠+3)2+4 

𝐿[𝑒4𝑡𝑐𝑜𝑠3𝑡𝑠𝑖𝑛2𝑡] = 𝐿[𝑐𝑜𝑠3𝑡𝑠𝑖𝑛2𝑡]𝑠→𝑠−4 

= 
1 
𝐿[sin(3𝑡 + 2𝑡) − sin(3𝑡 − 2𝑡)] 

2 

= 
1 
𝐿[sin 5𝑡 − sin 𝑡] 

 
 

 
𝑠→𝑠−4 

2 𝑠→𝑠−4 

= 
1 

[L(sin 5𝑡) − 𝐿(sin 𝑡)] 
2 

 
𝑠→𝑠−4 

= 
1 [  5 − 

1  
] 

2 𝑠2+52 𝑠2+12 
𝑠→𝑠−4 

= 
1 [ 5 + 

1 
] 

2 (𝑠−4)2+25 (𝑠−4)2+1 

∴ 𝐿[𝑒4𝑡𝑐𝑜𝑠3𝑡𝑠𝑖𝑛2𝑡] = 
1 

[ 
5 

+ 
1 

] 
2 (𝑠−4)2+25 (𝑠−4)2+1 

Exercise: 5.1 

Find the Laplace transform for the following 

1. cos2 3𝑡 Ans: 𝟏 [ 
𝟑𝒔  

+ 
𝒔 

] 
𝟒 𝒔𝟐+𝟗 𝒔𝟐+𝟖𝟏 

2. 𝑠𝑖𝑛3𝑡𝑐𝑜𝑠4𝑡 Ans: 𝟏 [ 
𝟕 

− 
𝟏  

] 
𝟒 𝒔𝟐+𝟒𝟗 𝒔𝟐+𝟏 

3. 𝑡𝑒2𝑡 Ans: 𝟏 
(𝒔−𝟐)𝟐 

4. 𝑡4𝑒−3𝑡 Ans:  𝟒! 
(𝒔−𝟑)𝟓 

5. 𝑒4𝑡𝑠𝑖𝑛2𝑡 Ans: 𝟐 
(𝒔−𝟒)𝟐+𝟒 

 

6. 𝑒−5𝑡𝑐𝑜𝑠3𝑡 Ans: 𝒔+𝟓 
(𝒔+𝟓)𝟐+𝟗 

 

7. 𝑡33𝑡 Ans: 𝟑! 
(𝒔−𝒍𝒐𝒈𝟑)𝟒 

 

8. 𝑡54−𝑡 Ans: 𝟓! 
(𝒔+𝒍𝒐𝒈𝟒)𝟔 

 
9. 𝑒−2𝑡𝑠𝑖𝑛3𝑡𝑐𝑜𝑠2𝑡 Ans:  𝟓 

(𝒔+𝟐)𝟐+𝟐𝟓 

 
10. 𝑒−3𝑡𝑐𝑜𝑠4𝑡𝑐𝑜𝑠2𝑡 Ans:  𝒔+𝟑 

(𝒔+𝟑)𝟐+𝟑𝟔 

 
11. 𝑠𝑖𝑛ℎ𝑡𝑠𝑖𝑛4𝑡 Ans:  𝟒 

(𝒔−𝟏)𝟐+𝟏𝟔 

12. 𝑐𝑜𝑠ℎ2𝑡𝑐𝑜𝑠2𝑡 Ans: 1 [ 𝑠−2
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
+ 

𝟏 

(𝒔+𝟐)𝟐+𝟏 

+  
𝒔+𝟑 

(𝒔+𝟑)𝟐+𝟒 

− 
𝟒 

(𝒔+𝟏)𝟐+𝟏𝟔 

− 
𝑠+2 ] 

2 (𝑠−2)2+4 (𝑠+2)2+4 
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5.4 Laplace transform of derivatives and integrals 

Problems using the formula 

𝑳[𝒕𝒇(𝒕)] = 
−𝒅 

𝑳[𝒇(𝒕)] 
𝒅𝒔 

Example: 5.8 Find the Laplace transform for 𝒕𝒔𝒊𝒏𝟒𝒕 

Solution: 

𝐿[𝑡𝑠𝑖𝑛4𝑡] = 
−𝑑 

𝐿[𝑡𝑠𝑖𝑛4𝑡] 
𝑑𝑠 

= 
−𝑑 [ 4  ] 
𝑑𝑠  𝑠2+4 

= 
−[(𝑠2+16)0−4(2𝑠)] 

(𝑠2+16)2 

∴ 𝐿[𝑡𝑠𝑖𝑛4𝑡] = 
8𝑠

 
(𝑠2+16)2 

Example: 5.9 Find 𝑳[𝒕𝒔𝒊𝒏𝟐𝒕] 

Solution: 

𝐿[𝑡𝑠𝑖𝑛2𝑡] = 
−𝑑 

𝐿[sin2 𝑡] = 
−𝑑 

𝐿 [
(1−𝑐𝑜𝑠2𝑡)

] 
𝑑𝑠 𝑑𝑠 2 

= − 
1 𝑑 

[𝐿(1) − 𝐿(𝑐𝑜𝑠2𝑡)] 
2 𝑑𝑠 

= − 
1 𝑑 

[
1 
− 

𝒔  
] 

2 𝑑𝑠  𝑠 𝒔𝟐+𝟒 

= − 
1 𝑑 [𝒔

𝟐+𝟒−𝒔𝟐] 
2 𝑑𝑠  𝒔(𝒔𝟐+𝟒) 

= − 
1 𝑑 

[ 
𝟒 

] 
2 𝑑𝑠  𝒔(𝒔𝟐+𝟒) 

= − 
4 𝑑 

[ 
𝟏 

] 
2 𝑑𝑠  𝒔(𝒔𝟐+𝟒) 

= −2 [
𝟎−(𝟑𝒔𝟐+𝟒)

]
 

(𝒔𝟑+𝟒𝒔)
𝟐

 

∴ 𝐿[𝑡𝑠𝑖𝑛2𝑡] = 
𝟐(𝟑𝒔𝟐+𝟒)

 

(𝒔𝟑+𝟒𝒔)
𝟐

 

Example: 5.10 Find 𝑳[𝒕𝒄𝒐𝒔𝟐𝟐𝒕] 

Solution: 

𝐿[𝑐𝑜𝑠22𝑡] = 
−𝑑 

𝐿[cos2 2𝑡] = 
−𝑑 

𝐿 [
(1+𝑐𝑜𝑠4𝑡)

] 
𝑑𝑠 𝑑𝑠 2 

= − 
1 𝑑 

[𝐿(1) + 𝐿(𝑐𝑜𝑠4𝑡)] 
2 𝑑𝑠 

= − 
1 𝑑 

[
1 

+ 
𝒔 

] 
2 𝑑𝑠  𝑠 𝒔𝟐+𝟏𝟔 

= − 
1 [− 

1 
+ 

(𝒔𝟐+𝟏𝟔)𝟏−𝒔.𝟐𝒔] 
2 𝑠2 (𝒔𝟐+𝟏𝟔)𝟐 

= − 
1 [− 

1 
+ 

𝒔𝟐+𝟏𝟔−𝟐𝒔𝟐] 
2 𝑠2 (𝒔𝟐+𝟏𝟔)𝟐 

∴ 𝐿[𝑐𝑜𝑠22𝑡] = 
1 

[ 
1 
−  

𝟏𝟔−𝒔𝟐  

] 
2 𝑠2 (𝒔𝟐+𝟏𝟔)𝟐 
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Example: 5.11 Find the Laplace transform for 𝒕𝒔𝒊𝒏𝒉𝟐𝒕 

Solution: 

𝐿[𝑠𝑖𝑛ℎ2𝑡] = 
−𝑑 

𝐿[𝑠𝑖𝑛ℎ2𝑡] 
𝑑𝑠 

= 
−𝑑 [ 2  ] 
𝑑𝑠  𝑠2−4 

2 

= −[(𝑠 − 4) 0 −2(2𝑠)] 

(𝑠2−4)2 

∴ 𝐿[𝑡𝑠𝑖𝑛ℎ2𝑡] = 
4𝑠

 
(𝑠2−4)2 

Example: 5.12 Find the Laplace transform for 𝒇(𝒕) = 𝒔𝒊𝒏𝒂𝒕 − 𝒂𝒕𝒄𝒐𝒔𝒂𝒕 

Solution: 

𝐿[𝑠𝑖𝑛𝑎𝑡 − 𝑎𝑡𝑐𝑜𝑠𝑎𝑡] = L(sin 𝑎𝑡) − 𝑎 L(tcosat) 

= 
𝑎 

𝑠2+𝑎2 
− 𝑎 (

−𝑑 
𝐿[𝑐𝑜𝑠𝑎𝑡]) 

𝑑𝑠 

= 
𝑎 + 𝑎 

𝑑 
[ 

𝑠 
] 

𝑠2+𝑎2 𝑑𝑠 𝑠2+𝑎2 

= 
𝑎 

𝑠2+𝑎2 

= 
𝑎 

𝑠2+𝑎2 

+ 𝑎 [
(𝑠2+𝑎2)1−𝑠(2𝑠)   ] 

(𝑠2+𝑎2)2 

+ 𝑎 [
𝑠2+𝑎2−𝑠2

] 
(𝑠2+𝑎2)2 

= 
𝑎 

𝑠2+𝑎2 

+ 𝑎 [ 
𝑎2−𝑠2  

] 
(𝑠2+𝑎2)2 

= 
𝑎(𝑠2+𝑎2)+𝑎(𝑎2−𝑠2) 

(𝑠2+𝑎2)2 

= 
𝑎𝑠2+𝑎3+𝑎3−𝑎𝑠2) 

(𝑠2+𝑎2)2 

∴ 𝐿[𝑠𝑖𝑛𝑎𝑡 − 𝑎𝑡𝑐𝑜𝑠𝑎𝑡] = 
2𝑎3

 

(𝑠2+𝑎2)2 

Example: 5.13 Find the Laplace transform for the following 

(i) 𝒕𝒆−𝟑𝒕𝒔𝒊𝒏𝟐𝒕 (ii) 𝒕𝒆−𝒕𝒄𝒐𝒔𝒂𝒕 9iii) 𝒕𝒔𝒊𝒏𝒉𝒕𝒄𝒐𝒔𝟐𝒕 

Solution: 

(i) 𝐿[𝑡𝑒−3𝑡𝑠𝑖𝑛2𝑡] = 𝐿[𝑡𝑠𝑖𝑛2𝑡] = 
−𝑑 

𝐿[𝑠𝑖𝑛2𝑡] 

 

= 
−𝑑 (  2 

𝑠→𝑠+3 

 
) 

𝑑𝑠 𝑠→𝑠+3 

    𝑑𝑠  𝑠2+22 𝑠→𝑠+3 

= [
(𝑠2+4)0−2(2𝑠)] 

(𝑠2+4)2 𝑠→𝑠+3 

= [ 4𝑠 
] 

(𝑠2+4)2 
𝑠→𝑠+3 

∴  𝐿[𝑡𝑒−3𝑡𝑠𝑖𝑛2𝑡] = 
4(𝑠+3)

 
((𝑠+3)2+4 )2 

(ii) 𝐿[𝑡𝑒−𝑡𝑐𝑜𝑠𝑎𝑡] = 𝐿[𝑡𝑐𝑜𝑠𝑎𝑡] = 
−𝑑 

𝐿[𝑐𝑜𝑠𝑎𝑡] 
𝑠→𝑠+1 

 

𝑑𝑠 𝑠→𝑠+1 

= 
−𝑑 (

 
𝑠 ) 

𝑑𝑠  𝑠2+𝑎2 𝑠→𝑠+1 
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= − [
(𝑠2+𝑎2)1−𝑠(2𝑠)] 

(𝑠2+𝑎2)2 𝑠→𝑠+1 

= − [ 
𝑎2−𝑠2  

] 
(𝑠2+𝑎2)2  

𝑠→𝑠+1 

= [ 
𝑠2−𝑎2 

] 
(𝑠2+𝑎2)2  

𝑠→𝑠+1 

∴  𝐿[𝑡𝑒−𝑡𝑐𝑜𝑠𝑎𝑡] =  
(𝑠+1)2−𝑎2

 

((𝑠+1)2+𝑎2 )2 

(iii) 𝐿[𝑡𝑠𝑖𝑛ℎ𝑡𝑐𝑜𝑠2𝑡] 

𝐿[𝑡𝑠𝑖𝑛ℎ𝑡𝑐𝑜𝑠2𝑡] = 𝐿 [𝑡 (
𝑒𝑡−𝑒−𝑡

) 𝑐𝑜𝑠2𝑡] 
2 

= 
1 

[𝐿(𝑡𝑒𝑡𝑐𝑜𝑠2𝑡) − 𝐿(𝑡𝑒−𝑡𝑐𝑜𝑠2𝑡)] 
2 

= 
1 

[
−𝑑 

𝐿[𝑐𝑜𝑠2𝑡] + 
𝑑 
𝐿[𝑐𝑜𝑠2𝑡] ] 

 

2  𝑑𝑠 𝑠→𝑠−1 
 

𝑑𝑠 𝑠→𝑠+1 

= 
1 

[
−𝑑 

( 
𝑠  

)
 + 

𝑑 
( 

𝑠  
) ] 

2  𝑑𝑠 𝑠2+4 𝑠→𝑠−1 𝑑𝑠 𝑠2+4 𝑠→𝑠+1 

= 
1 
[− [

(𝑠2+4)1−𝑠(2𝑠)] + [
(𝑠2+4)1−𝑠(2𝑠)] ]

 
2 (𝑠2+4)2 𝑠→𝑠−1 (𝑠2+4)2 𝑠→𝑠+1 

= 
1 
[− [ 

4−𝑠2 

] + [ 
4−𝑠2 

] ] 
2 (𝑠2+4)2 

𝑠→𝑠−1 (𝑠2+4)2 
𝑠→𝑠+1 

∴ 𝐿[𝑡𝑠𝑖𝑛ℎ𝑡𝑐𝑜𝑠2𝑡] = 
1 

[ 
(𝑠−1)2−4

 +  
4−(𝑠+1)2  

] 
2  ((𝑠−1)2+4 )2 ((𝑠+1)2+4 )2 

Problems using the formula 
 
 
𝑳[𝒕𝟐𝒇(𝒕)] = 

𝒅𝟐 

𝑳[𝒇(𝒕)] 
𝒅𝒔𝟐 

Example: 5.14 Find the Laplace transform for (i) 𝒕𝟐𝒔𝒊𝒏𝒕 (ii) 𝒕𝟐𝒄𝒐𝒔𝟐𝒕 

Solution: 

(i) 𝐿[𝑡2𝑠𝑖𝑛𝑡] = 
𝑑2 

𝐿[𝑠𝑖𝑛𝑡] 
𝑑𝑠2 

= 
𝑑2 

[ 
1  

] 
𝑑𝑠2  𝑠2+1 

= 
𝑑   [(𝑠2+1)0−1(2𝑠)] 
𝑑𝑠 (𝑠2+1)2 

= 
𝑑 

    
−2𝑠   

𝑑𝑠  (𝑠2+1)2 

= −2 
𝑑 

( 
𝑠 

) 
𝑑𝑠 

2 

(𝑠2+1)2 

2 2 
−2[(𝑠 +1) (1)−𝑠(2)(𝑠 +1)(2𝑠)] 

= 
(𝑠2+1)4 

= 
−2(𝑠2+1)[(𝑠2+1)−4𝑠2] 

(𝑠2+1)4 

= 
−2[1−3𝑠2] 

(𝑠2+1)3 

∴ 𝐿[𝑡2𝑠𝑖𝑛𝑡] = 
6𝑠2−2

 
(𝑠2+1)3 
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(ii) 𝐿[𝑡2𝑐𝑜𝑠2𝑡] = 
𝑑2 

𝐿[𝑐𝑜𝑠2𝑡] 
𝑑𝑠2 

= 
𝑑2 

[ 
𝑠  

] 
𝑑𝑠2  𝑠2+4 

= 
𝑑  

(
[(𝑠2+4)1−𝑠(2𝑠)] 

𝑑𝑠 (𝑠2+4)2  

= 
𝑑 ( 

4−𝑠2 ) 
𝑑𝑠  (𝑠2+4)2 

2 2
                         2    2 

[(𝑠 +4) 

= 
(−2𝑠) −(4 −𝑠)2(𝑠 +4)(2𝑠)] 

(𝑠2+4)4 

= 
2𝑠(𝑠2+4)[(𝑠2+4)(−1)−(4−𝑠2)2] 

(𝑠2+4)4 

= 
2𝑠[𝑠2−12] 

(𝑠2+4)3 

∴ 𝐿[𝑡2 cos 2𝑡] = 
2𝑠[𝑠2−12]

 
(𝑠2+4)3 

Example: 5.15 Find the Laplace transform for (i) 𝒕𝟐𝒆−𝟐𝒕𝒄𝒐𝒔𝒕 (ii) 𝒕𝟐𝒆𝟒𝒕𝒔𝒊𝒏𝟑𝒕 

Solution: 

(i) 𝐿[𝑡2𝑒−2𝑡𝑐𝑜𝑠𝑡]  = 𝐿[𝑡2𝑐𝑜𝑠𝑡] 
 
𝑠→𝑠+2 

= 
𝑑2 

𝐿[𝑐𝑜𝑠𝑡] 
𝑑𝑠2 

 
𝑠→𝑠+2 

= 
𝑑2 

( 
𝑠  

) 
𝑑𝑠2  𝑠2+1 𝑠→𝑠+2 

= 
𝑑 [(𝑠2+1)1−𝑠(2𝑠)] 
𝑑𝑠 (𝑠2+1)2 𝑠→𝑠+2 

= 
𝑑 [ 1−𝑠

2 

] 
𝑑𝑠 (𝑠2+1)2 

𝑠→𝑠+2 

2 2
      2     2 

[(𝑠 +1) 

= [ 
(−2𝑠) −(1−𝑠 )2(𝑠 +1)(2𝑠)] 

(𝑠2+1)4 ] 
𝑠→𝑠+2 

= (𝑠2 + 1) [[(𝑠2+1)(−2𝑠)−4𝑠(1−𝑠2)] ] 
(𝑠2+1)4 

 

= [−2𝑠3−2𝑠−4𝑠+4𝑠3 
] 

𝑠→𝑠+2 

(𝑠2+1)3 

 

= [ 2𝑠
3−6𝑠 ] 

𝑠→𝑠+2 

(𝑠2+1)3 𝑠→𝑠+2 

∴  𝐿[𝑡2𝑒−2𝑡𝑐𝑜𝑠𝑡] = 
2(𝑠+2)3−6(𝑠+2) 

((𝑠+2)2+1 )3 

(ii) 𝐿[𝑡2𝑒4𝑡𝑠𝑖𝑛3𝑡]  = 𝐿[𝑡2𝑠𝑖𝑛3𝑡] 

= 
𝑑2 

( 3  ) 

 
𝑠→𝑠−4 

 

= 
𝑑2 

𝐿[𝑠𝑖𝑛3𝑡] 
𝑑𝑠2 

 
𝑠→𝑠−4 

𝑑𝑠2  𝑠2+9 𝑠→𝑠−4 

= 
𝑑 

[
(𝑠2+9)0−3(2𝑠)

]
 

𝑑𝑠 (𝑠2+9)2 𝑠→𝑠−4 

= 
𝑑 [ −6𝑠  ] = −6 

𝑑 
[ 

𝑠 
] 

𝑑𝑠  (𝑠2+9)2 
𝑠→𝑠−4 𝑑𝑠  (𝑠2+9)2 

𝑠→𝑠−4 

2 2
                          2 

[(𝑠 +9) 

= −6 [ 
(1) −(𝑠)2(𝑠 +9)(2𝑠)] 

(𝑠2+9)4 ] 
𝑠→𝑠−4 
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𝒔 

= −6(𝑠2 + 9)  
       [   [(𝑠2+9)−4𝑠2] ]        

 

= −6 [ 
9−3𝑠  

] 

(𝑠2+9)4 𝑠→𝑠−4 

(𝑠2+9)3 

 

= [18𝑠2−54 ] 

𝑠→𝑠−4 

(𝑠2+9)3 𝑠→𝑠−4 

∴  𝐿[𝑡2𝑒4𝑡𝑠𝑖𝑛3𝑡] = 
18(𝑠−4)2−54

 
((𝑠−4)2+9 )3 

 

 
Exercise: 5.2 

Find the Laplace transform for the following 

1. 𝑡𝑠𝑖𝑛𝑎𝑡 Ans: 2𝑎𝑠 
(𝑠2+ 𝑎2)2 

2. 𝑡𝑐𝑜𝑠𝑎𝑡 Ans: 𝑠
2

 

(𝑠2+𝑎2)2 

 

3. 𝑡𝑒−4𝑡𝑠𝑖𝑛3𝑡 Ans: 6(𝑠+4) 
(𝑠+4)2+9 

 

4. 𝑡𝑐𝑜𝑠2𝑡𝑠𝑖𝑛6𝑡 Ans: 8𝑠 
(𝑠2+64)2 

 
 
 
 
 
 
 
 
 
 

 

 
 

 

 

5. 𝑡𝑒−2𝑡𝑐𝑜𝑠2𝑡 Ans:  (𝑠−2)
2  

((𝑠+4)2+4)2 

Problems using the formula 

𝑳 [
𝒇(𝒕)

] =
 

𝒕 
∫
∞ 
𝑳[𝒇(𝒕)]𝒅𝒔 

This formula is valid if lim 
𝑓(𝑡) 

is finite. 
𝑡→0  𝑡 

The following formula is very useful in this section 

∫ 
𝑑𝑠 

= 𝑙𝑜𝑔𝑠 
𝑠 

𝑑𝑠 
∫ 
𝑠+𝑎 

= log(𝑠 + 𝑎) 

𝑠 𝑑𝑠 
∫ 
𝑠2+𝑎2 

𝑎 𝑑𝑠 
∫ 
𝑠2+𝑎2 

= 
1 

log(𝑠2 + 𝑎2) 
2 

= tan−1 
𝑠
 
𝑎 

Example: 5.16 Find 𝑳 [
𝒄𝒐𝒔𝒂𝒕

] 
𝒕 

Solution: 

lim 
𝑐𝑜𝑠𝑎𝑡 

= 
𝑐𝑜𝑠𝑎(0) 

= 
1 

= ∞
 

𝑡→0 𝑡 0 0 

∴ Laplace transform does not exists. 

Example: 5.17 Find 𝑳 [
𝒔𝒊𝒏𝒂𝒕

] 
𝒕 

Solution: 

lim 
𝑠𝑖𝑛𝑎𝑡 

= 
𝑠𝑖𝑛𝑎(0) 

= 
0 

𝑡→0 𝑡 0 0 

= lim 𝑎 𝑐𝑜𝑠𝑎𝑡 (by applying L−Hospital rule) 
𝑡→0 

2 

- 𝑎2 

_        4𝑠 

     (𝑠2+16)2 

∫ 

∫ 

∫ 



 

5.19  

𝑠 

𝑠 

lim 𝑎 𝑐𝑜𝑠𝑎𝑡 = 𝑎𝑐𝑜𝑠0 = 𝑎, finite quantity. 
𝑡→0 

Hence Laplace transform exists 

𝐿 [
𝑠𝑖𝑛𝑎𝑡] =

 
𝑡 

∫
∞ 
𝐿[(𝑠𝑖𝑛𝑎𝑡)]𝑑𝑠 

∞ 

= ∫𝑠 
 

𝑎 
 

 

𝑠2+𝑎2 

−1 𝑠 

𝑑𝑠 

∞ 

= tan ] 
𝑎 𝑠 

= [tan−1∞ − tan−1 
𝑠 
] 
𝑎 

= [
𝜋 
− tan−1 

𝑠 
] 

2 𝑎 

∴ 𝐿 [
𝑠𝑖𝑛𝑎𝑡

] = 𝑐𝑜t−1 𝑠
 

𝑡 𝑎 

Example: 5.18 Find 𝑳 [
𝒔𝒊𝒏𝟑𝒕

] 
𝒕 

Solution: 

𝒔𝒊𝒏𝟑𝒕 
= 

𝟑𝒔𝒊𝒏𝒕−𝒔𝒊𝒏𝟑𝒕 

𝒕 𝟒𝒕 

lim 
𝒔𝒊𝒏𝟑𝒕 

= lim 
𝟑𝒔𝒊𝒏𝒕−𝒔𝒊𝒏𝟑𝒕 

𝑡→0 𝒕 𝑡→0 𝟒𝒕 

= 
0−0 

= 
0 (by applying L−Hospital rule) 

0 0 

= lim 
3𝑠𝑖𝑛𝑡−𝑠𝑖𝑛3𝑡 

= 0
 

𝑡→0 4𝑡 

Hence Laplace transform exists 

𝐿 [
𝑠𝑖𝑛3𝑡] = 𝐿 [

3𝑠𝑖𝑛𝑡−𝑠𝑖𝑛3𝑡] 
𝑡 4𝑡 

= 
1  ∞ 

𝐿[(3𝑠𝑖𝑛𝑡 − 𝑠𝑖𝑛3𝑡)]𝑑𝑠 

4 
∫𝑠 

= 
1  ∞ 

(3  
1 

− 
3  

) 𝑑𝑠 

4 
∫𝑠 

1  

 
  

𝑠2+1 𝑠2+9 

−1 −1 𝑠  ∞ 
=  3tan 

4 
𝑠 − tan  ] 

3 𝑠 

= 
1 

[3(tan−1 ∞ − tan−1 𝑠) − (tan−1 ∞ − tan−1  
𝑠 

)] 
4 3 

= 
1 

[(
𝜋 
− tan−1 𝑠) − (

𝜋 
− tan−1 

𝑠
) ] 

4 2 2 3 

= 
1 

[cot−1 𝑠 − 𝑐𝑜t−1 
𝑠
] 

4 3 

Example: 5.19 Find 𝑳 [𝒆−𝟐𝒕 
𝒔𝒊𝒏𝟐𝒕𝒄𝒐𝒔𝟑𝒕

] 
𝒕 

Solution: 
 

 

𝐿 [𝑒−2𝑡 𝒔𝒊𝒏𝟐𝒕𝒄𝒐𝒔𝟑𝒕] = 𝐿 [
𝒔𝒊𝒏𝟐𝒕𝒄𝒐𝒔𝟑𝒕] 

𝒕 𝒕 𝑠→𝑠+2 

= 
1 

[ 
2 

= 
1 

[ 

∫
∞ 
𝐿(sin(3𝑡 + 2𝑡) − sin(3𝑡 − 2𝑡))𝑑𝑠] 

∞ 𝐿((sin 5𝑡) − 𝐿(sin 𝑡))𝑑𝑠] 

 
𝑠→𝑠+2 

 



 

5.20  

𝑠 

𝑏 

𝑠 

𝑠 

𝑠 

= 
1 [  

∞ 
[  5 − 

1  
]] 

2  
∫𝑠 

 
 

𝑠2+52 

 
 

𝑠2+12 𝑠→𝑠+2 

= 
1 

[[ 

tan 

−1 
𝑠 

5 

−t
an
−1 

∞ 

𝑠] 
𝑠 

] 
𝑠→
𝑠+
2 

= 
1 

[[(tan−1 ∞ − tan−1 
𝑠
) − (tan−1 ∞ − tan−1 𝑠)] ] 

2 5 
𝑠→𝑠+2 

= 
1 

[(
𝜋 
− tan−1 

𝑠
) − (

𝜋 
− tan−1 𝑠)  ] 

2 2 5 2 𝑠→𝑠+2 

= 
1 

[cot−1 
𝑠 
− 𝑐𝑜t−1 𝑠 ] 

2 5 𝑠→𝑠+2 

= 
1 

[cot−1 
(𝑠+2) 

− 𝑐𝑜t−1(𝑠 + 2)] 
2 5 

Example: 5.20 Find the Laplace transform for 𝒆
−𝒂𝒕−𝒆−𝒃𝒕

 

𝒕 

Solution: 

lim 
𝑒−𝑎𝑡−𝑒−𝑏𝑡 

= lim 
𝑒0−𝑒0 

= 
1−1 

= 
0 

 

 
(use L− Hospital rule) 

𝑡→0 𝑡              𝑡→0 0 0 0 

= lim 
−𝑎𝑒−𝑎𝑡+𝑏𝑒−𝑏𝑡 

   𝑡→0 1 

= −𝑎 + 𝑏 = 𝑏 − 𝑎 = a finite quantity 

Hence Laplace transform exists. 

𝐿 [
𝑒−𝑎𝑡−𝑒−𝑏𝑡] =

 

𝑡 ∫
∞ 
𝐿[𝑒−𝑎𝑡 − 𝑒−𝑏𝑡]𝑑𝑠 

= ∫
∞

[𝐿(𝑒−𝑎𝑡) − 𝐿(𝑒−𝑏𝑡)]𝑑𝑠 

= ∞
 
 

  
  

 
 

∫𝑠    [   1    
 

𝑠+𝑎 

 _    1 ]ds 

 

𝑠+𝑏 

= [log(𝑠 + 𝑎) − log(𝑠 + 𝑏)]∞ 

= [𝑙𝑜𝑔 
𝑠+𝑎 ∞ 

] 
𝑠+𝑏 𝑠 

𝑎  ∞ 

= [𝑙𝑜𝑔 
𝑠(1+

𝑠
)
] 

𝑠(1+
𝑠
) 

𝑠
 

= 𝑙𝑜𝑔1 − 𝑙𝑜𝑔 
𝑠+𝑎 

= 0 − 𝑙𝑜𝑔 
𝑠+𝑎

 

 

 
∵ 𝑙𝑜𝑔1 = 0 

= 𝑙𝑜𝑔  
s +   a 

 
                          s+b    

𝑠+𝑏    𝑠+𝑏 

Example: 5.21 Find the Laplace transform of  𝟏−𝒄𝒐𝒔𝒕 
𝒕 

Solution: 

lim 
𝟏−𝒄𝒐𝒔𝒕 

= 
0 

 
lim 

𝒔𝒊𝒏𝒕 
= 0 

= 0 (use L− Hospital rule) 
𝑡→0 𝒕 0 𝑡→0  𝟏 1 

𝐿 [
1−𝑐𝑜𝑠𝑡

] exists. 
𝑡 

𝐿 [
1−𝑐𝑜𝑠𝑡] =

 
𝑡 

∫
∞ 
𝐿[(1 − 𝑐𝑜𝑠𝑡)]𝑑𝑠 

= 
∞ 

(
1 
− 

𝑠
 ) 𝑑𝑠 

s+a 

s+a 



 

5.21  

𝑠 

𝑠 

2 

= [log 𝑠 − 1 log(𝑠2 
2 

∞ 

+ 1)] 
𝑠 

= [log 𝑠 − log√𝑠2 + 1]
∞

 
𝑠 

      𝑠              = [ 𝑙𝑜𝑔  
√𝑠2+1

] 

= 0 − 𝑙𝑜𝑔 
𝑠 

 
√𝑠2+1 

 

= 𝑙𝑜𝑔 
√𝑠2+1

 
𝑠 

Example: 5.22 Find the Laplace transform for 𝒄𝒐𝒔𝒂𝒕−𝒄𝒐𝒔𝒃𝒕 
𝒕 

Solution: 

lim 
𝑐𝑜𝑠𝑎𝑡−𝑐𝑜𝑠𝑏𝑡 

= 
1−1 

= 
0 

 
 

(use L− Hospital rule) 
𝑡→0 𝑡 0 0 

= lim 
−𝑎𝑠𝑖𝑛𝑎𝑡+𝑏𝑠𝑖𝑛𝑏𝑡 

= 0 = a finite quantity 
𝑡→0 1 

Hence Laplace transform exists. 

𝐿 [
𝑐𝑜𝑠𝑎𝑡−𝑐𝑜𝑠𝑏𝑡] =

 
𝑡 

= 

∫
∞ 
𝐿[𝑐𝑜𝑠𝑎𝑡 − 𝑐𝑜𝑠𝑏𝑡]𝑑𝑠 

∫
∞

[𝐿(𝑐𝑜𝑠𝑎𝑡) − 𝐿(𝑐𝑜𝑠𝑏𝑡)]𝑑𝑠 
 

= 
∞ 

( 
𝑠
 

− 
𝑠 ) 𝑑𝑠 

∫𝑠 
 

 

𝑠2+𝑎2 

 
 

𝑠2+𝑏2 

= [
1

 
2 

log(𝑠2 + 𝑎2) − 
1 

log(𝑠2 
2 

∞ 

+ 𝑏2)] 
𝑠 

1 𝑠2+𝑎2 ∞ 

= 
2 

[𝑙𝑜𝑔 
𝑠2+𝑏2] 

2 𝑎2  ∞ 

= 
1 

[𝑙𝑜𝑔 
𝑠 (1+

𝑠2 )
] 

2 𝑠2(1+
𝑏2

) 
𝑠 𝑠 

𝑎2  ∞ 

= 
1 

[𝑙𝑜𝑔 
(1+

𝑠2 )
] 

  

2 𝑏2 

(1+
𝑠2 ) 

𝑠
 

= 
1 

[𝑙𝑜𝑔1 − 𝑙𝑜𝑔 
𝑠2+𝑎2

] = − 
1 

[𝑙𝑜𝑔 
𝑠2+𝑎2

] [∵ 𝑙𝑜𝑔1 = 0] 
2 

= 
1 

[𝑙𝑜𝑔 
𝑠2+𝑏2

] 

𝑠2+𝑏2 2 𝑠2+𝑏2 

2 𝑠2+𝑎2 

Example: 5.23 Find the Laplace transform of  𝒔𝒊𝒏
𝟐

 
𝒕 

Solution: 

𝑠𝑖𝑛2𝑡 
= 

1−𝑐𝑜𝑠2𝑡 

𝑡 2𝑡 

lim 
𝟏−𝒄𝒐𝒔𝟐𝒕 

= 
0 

𝑡→0 𝟐𝒕 0 

lim 
𝟐𝒔𝒊𝒏𝟐𝒕 

= 
0 

= 0 (use L− Hospital rule) 
𝑡→0 𝟐 1 

Laplace transform exists. 

∞ 

𝑠 

𝑠 

t 



 

5.22  

𝑠 

∫ 

] 

2 

𝟎 

𝐿 [
𝑠𝑖𝑛2𝑡] = 𝐿 [

1−𝑐𝑜𝑠2𝑡] = 
1 ∞ 𝐿[(1 − 𝑐𝑜𝑠2𝑡)]𝑑𝑠 

 
 

𝑡 2 2 
∫𝑠 

= 
1  ∞

[𝐿(1) − 𝐿(𝑐𝑜𝑠2𝑡)]𝑑𝑠 

2 
∫𝑠 

= 
1  ∞ 

(
1 
− 

𝑠 ) 𝑑𝑠 
2 
∫
𝑠 𝑠 

1 [ 

 
 

𝑠2+4 

1 2 
∞ 

=  log 𝑠 − 
2 

  log(𝑠 
2 

+ 4)] 
𝑠 

= 
1 

[log 𝑠 − log√𝑠2 + 4]
∞

 
2 𝑠 

1  𝑠 

= 
2 

[l𝑜𝑔 
√𝑠2+4

] 

= 
1 

[0 − 𝑙𝑜𝑔 
𝑠 

] 
2 √𝑠2+4 

 

= 
1 𝑙𝑜𝑔 

√𝑠2+4 

2 𝑠 

Example: 5.24 Find the Laplace transform for 𝒔𝒊𝒏𝟐𝒕𝒔𝒊𝒏𝟓𝒕 
𝒕 

Solution: 

𝐿 [
𝑠𝑖𝑛2𝑡𝑠𝑖𝑛5𝑡] =

 
𝑡 

 

∫
∞ 
𝐿[𝑠𝑖𝑛2𝑡𝑠𝑖𝑛5𝑡]𝑑𝑠 

= 
∞ 1 

[𝐿(cos(−3𝑡) − 𝐿(𝑐𝑜𝑠7𝑡)]𝑑𝑠 
∫𝑠 

= 
1 

 
 

2 
∞[𝐿(cos(3𝑡) − 𝐿(𝑐𝑜𝑠7𝑡)]𝑑𝑠  [∵ cos(−𝜃) = 𝑐𝑜𝑠𝜃] 

2 
∫𝑠 

= 
1  ∞ 

(  
𝑠 

− 
𝑠 ) 𝑑𝑠 

2 
∫𝑠 

 
 

𝑠2+9 

 
 

𝑠2+49 

= 
1 [1 log(𝑠2 + 9) − 

1 
log(𝑠2 

∞ 
+ 49)] 

2 2 2 𝑠 

1 𝑠2+9 
∞

 

= 
4 

[𝑙𝑜𝑔 
𝑠2+49

] 

= 
1 

[𝑙𝑜𝑔 
𝑠
 

4 2 

9 ∞ 
(1+

𝑠2) 
49 

𝑠 (1+
𝑠2) 

𝑠
 

9 ∞ 

= 
1 

[𝑙𝑜𝑔 
(1+

𝑠2)
] 

4 (1+
49

) 
𝑠 𝑠 

= 
1 

[𝑙𝑜𝑔1 − 𝑙𝑜𝑔 
𝑠2+9 

] = − 
1 

[𝑙𝑜𝑔 
𝑠2+9 

] [∵ 𝑙𝑜𝑔1 = 0] 
4 

= 
1 

[𝑙𝑜𝑔 
𝑠2+49

] 

𝑠2+49 4 𝑠2+49 

4 𝑠2+9 

Problems using 𝑳 [ 
𝒕 
𝒇(𝒕)𝒅𝒕] = 

1 
𝑳[𝒇(𝒕)]  

  

Example: 5.25 Find the Laplace transform for (i) ∫
𝒕 
𝒆−𝟐𝒕𝒅𝒕 (ii) 

𝒕 

∫𝟎 
𝒄𝒐𝒔𝟐𝒕𝒅𝒕 

(iii) 
𝒕 

∫𝟎 
𝒕𝒔𝒊𝒏𝟑𝒕𝒅𝒕 (iv) 𝒕 

𝒕 

∫𝟎 
𝒄𝒐𝒔𝒕𝒅𝒕 

Solution: 

(i) 0𝐿 [ 
𝑡 
𝑒−2𝑡𝑑𝑡] = 

1 
𝐿[𝑒−2𝑡] = 

1 
( 

1 
) 

 

𝑠 

2 

𝑠 

∞ 



 

5.23  

2 2 

∴ 𝐿 [ 
𝑡 
𝑒−2𝑡𝑑𝑡] = 

1
 

0 𝑠(𝑠+2) 

(ii) 𝐿 [ 
𝑡 
𝑐𝑜𝑠2𝑡𝑑𝑡] = 

1 
𝐿[𝑐𝑜𝑠2𝑡] = 

1 
( 

𝑠  
) 

∫0 

 ∴ 𝐿 [ 

 
 

𝑠 
𝑡 𝑐𝑜𝑠2𝑡𝑑𝑡] = 

1
 

 
  

𝑠  𝑠2+4 

∫
0 𝑠2+4 

(iii) 𝐿 [ 𝑡 𝑡𝑠𝑖𝑛3𝑡𝑑𝑡] = 
1 
𝐿[𝑡𝑠𝑖𝑛3𝑡] 

0 𝑠 

= 
1 

[
−𝑑 

[𝐿[𝑠𝑖𝑛3𝑡]]] 
𝑠  𝑑𝑠 

= 
−1 

[ 
𝑑 

[ 
3  

]] 
𝑠 𝑑𝑠 𝑠2+9 

= 
−1 [ −6𝑠  ] 
𝑠 (𝑠2+9)2 

𝑡 6 ∴ 𝐿 [ 𝑡𝑠𝑖𝑛3𝑡𝑑𝑡] = 
∫0 

(iv) 𝐿 [𝑡  
𝑡 
𝑐𝑜𝑠𝑡𝑑𝑡] = 

−𝑑 
𝐿 [ 

 
 

(𝑠2+9)2 

 𝑡 𝑐𝑜𝑠𝑡𝑑𝑡] 
0 𝑑𝑠 

∫
0 

= 
−𝑑 

[
1 

( 
𝑠  

)] 
𝑑𝑠  𝑠  𝑠2+1 

= − 
𝑑 

[ 
1  

] 
𝑑𝑠 𝑠2+1 

 

 ∴ 𝐿 [ 

  −2𝑠  
= − [ ] 

(𝑠 +1) 
𝑡 𝑡𝑠𝑖𝑛3𝑡𝑑𝑡] = 

2𝑠
 

∫
0 (𝑠2+1)2 

Example: 5.26 Find the Laplace transform for 𝒆−𝒕 

Solution: 

𝒕 

∫𝟎 
𝒕𝒄𝒐𝒔𝟒𝒕𝒅𝒕 

𝐿 [𝑒−𝑡 𝑡 𝑡𝑐𝑜𝑠4𝑡𝑑𝑡] = 𝐿 [ 𝑡 𝑡𝑐𝑜𝑠4𝑡𝑑𝑡] = [
−1 𝑑  

𝐿(𝑐𝑜𝑠 
∫ ∫ 

= − (
1 𝑑 𝑠 

) 
𝑠 𝑑𝑠 𝑠2+16 𝑠→𝑠+1 

= [
−1 (𝑠2+16)1−𝑠(2𝑠)] 
𝑠 (𝑠2+16)2 𝑠→𝑠+1 

= [
−1 (𝑠2+16−2𝑠2)] 
𝑠 (𝑠2+16)2 𝑠→𝑠+1 

= [
−1 (−𝑠2+16)] 
𝑠 (𝑠2+16)2 𝑠→𝑠+1 

= [
1 (𝑠2−16) ]

 

𝑠 (𝑠2+16)2 
𝑠→𝑠+1 

∴ 𝐿 [𝑒−𝑡 𝑡 𝑡𝑐𝑜𝑠4𝑡𝑑𝑡] =  
1

 [ (𝑠+1)2−16 ] 
0 𝑠+1  ((𝑠+1)2+16 )2 

Example: 5.27 Find the Laplace transform of 𝒆−𝒕 𝒕 𝒔𝒊𝒏𝒕 
𝒅𝒕

 

 
Solution: 

 

𝐿 [𝑒−𝑡 
 
𝑡 𝑠𝑖𝑛𝑡 𝑑𝑡] = 𝐿 𝑡 𝑠𝑖𝑛𝑡 

𝑑𝑡
] 

0  𝑡 0  𝑡 𝑠→𝑠+1 
∫ ∫ 

∫ 

∫ 

∫ 

∫ 
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0 

0 

0 

𝟎 

0 

= [
1 
𝐿 (

𝑠𝑖𝑛𝑡
)] 

𝑠 𝑡 𝑠→𝑠+1 

= [
1  ∞ 

𝐿(𝑠𝑖𝑛𝑡)𝑑𝑠] 

𝑠 
∫𝑠 

= [
1 ∞  1  ] 

𝑠→𝑠+1 

𝑠 
∫𝑠 

 
 

𝑠2+1 𝑠→𝑠+1 

= [
1 

[tan−1 𝑠 ]∞ ] 
𝑠 𝑠 

𝑠→𝑠+1 

= [
1 

(tan−1 ∞ − tan−1 𝑠) ] 
𝑠 

= [
1 

(
𝜋 
− tan−1 𝑠)  ] 

𝑠→𝑠+1 

𝑠  2 𝑠→𝑠+1 

= [
1 

cot−1 𝑠 ] 
𝑠 𝑠→𝑠+1 

∴ 𝐿 [𝑒−𝑡 𝑡 𝑠𝑖𝑛𝑡 
𝑑𝑡] =  

1 𝑐𝑜t−1(𝑠 + 1) 
0 𝑡 𝑠+1 

Exercise: 5.3 

Find the Laplace transform of 

1. 𝑠𝑖𝑛𝑡 𝑡 

2. 𝑒−2𝑡 𝑠𝑖𝑛𝑡 
𝑡 

3. 𝑠𝑖𝑛𝑎𝑡−𝑠𝑖𝑛𝑏𝑡 

 

 
Ans: cot−1 

𝑠
 

2 

Ans: 𝑐𝑜t−1(𝑠 + 2) 

Ans: cot−1 
𝑠 
− cot−1 

𝑠
 

𝑡 

4. 𝑒
−𝑎𝑡−𝑐𝑜𝑠𝑏𝑡 𝑡 

5. 1−𝑒
−𝑡

 𝑡 

𝑎 𝑏 
 

Ans: 𝑙𝑜𝑔 
√𝑠2+𝑏2

 

𝑠+𝑎 

Ans: 𝑙𝑜𝑔 
s+1

 
𝑠 

6.  𝑒−𝑡 𝑡 𝑠𝑖𝑛𝑡 
𝑑𝑡

 Ans: 1 𝑐𝑜t−1(𝑠 + 1) 
0  𝑡 𝑠+1 

7.  𝑒−𝑡 
𝑡 

∫0 
𝑡𝑐𝑜𝑠𝑡𝑑𝑡 Ans: 1 

𝑠+1 
[ 𝑠2+2𝑠 ] 

(𝑠2+2𝑠+2 )2 

8.  𝑒−𝑡 𝑡 𝑡𝑒−𝑡𝑠𝑖𝑛𝑡𝑑𝑡 Ans: 1 [ 2(𝑠+1) ] 
0 𝑠 𝑠2+2𝑠+2 

Evaluation of integrals using Laplace transform 

Note: (i) 

(ii) 

∫
∞ 
𝑓(𝑡)𝑒−𝑠𝑡𝑑𝑡 = 𝐿[𝑓(𝑡)] 

∫
∞ 
𝑓(𝑡)𝑒−𝑎𝑡𝑑𝑡 = [𝐿[𝑓(𝑡)]] 

 
 
 

 
𝑠=𝑎 

(iii) ∫
∞ 
𝑓(𝑡)𝑑𝑡 = [𝐿[𝑓(𝑡)]]  

𝑠=0 

Example: 5.28 If 𝑳[𝒇(𝒕)] = 
𝒔+𝟐 

, then find the value of 
𝒔𝟐+𝟒 

∫
∞ 
𝒇(𝒕)𝒅𝒕 

Solution: 

Given 𝐿[𝑓(𝑡)] = 
𝑠+2

 
𝑠2+4 

We know that ∫
∞ 
𝑓(𝑡)𝑑𝑡 = [𝐿[𝑓(𝑡)]] 

 𝑠+2  
= [ ] 

 
𝑠=0 

= 
2 

𝑠2+4 𝑠=0 4 

∫ 

∫ 

∫ 
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𝟎 

0 

∫ 

∞ 𝑓(𝑡)𝑑𝑡 = 
1

 
0 2 

Example: 5.29 If 𝑳[𝒇(𝒕)] = 
𝟓𝒔+𝟒

, then find the value of 
𝒔𝟐−𝟗 

∫
∞ 
𝒆−𝟐𝒕𝒇(𝒕)𝒅𝒕 

Solution: 

Given 𝐿[𝑓(𝑡)] = 
5𝑠+4

 
𝑠2−9 

We know that ∫
∞ 
𝑒−2𝑡𝑓(𝑡)𝑑𝑡 = [𝐿[𝑓(𝑡)]]  

𝑠=2 

= [
5𝑠+4] 
𝑠2−9 𝑠=2 

∴ 
∞ 
𝑒−2𝑡𝑓(𝑡)𝑑𝑡 = 

−14
 

= 
14 

−5 

0 5 

Example: 5.30 Find the values of the following integrals using Laplace transforms: 
(i) ∞ 𝒕𝒆−𝟐𝒕𝒄𝒐𝒔𝟐𝒕𝒅𝒕 (ii) ∞ 𝒕𝟐𝒆−𝒕𝒔𝒊𝒏𝒕𝒅𝒕 (iii) 

 
∞ 

(
𝒆−𝒕−𝒆−𝟐𝒕

) 𝒅𝒕
 

 (iv) 

∫𝟎 

∞ 
(
𝟏−𝒄𝒐𝒔𝒕

) 𝒆−𝒕𝒅𝒕
  (v) 

∫𝟎 

∞ 
(
𝒆−𝒂𝒕−𝒄𝒐𝒔𝒃𝒕

) 𝒅𝒕
 

∫𝟎 𝒕
 

∫𝟎 𝒕
 

Solution: 

∫𝟎 𝒕
 

(i) ∞ 𝑡𝑒−2𝑡𝑐𝑜𝑠2𝑡𝑑𝑡 = 𝐿[𝑡𝑐𝑜𝑠2𝑡] = [
−𝑑 

𝐿(𝑐𝑜𝑠2𝑡)] 
∫0 

 

= 
−𝑑 

( 
𝑠  

)
 

𝑠=2 𝑑𝑠 𝑠=2 

𝑑𝑠  𝑠2+4 𝑠=2 

= − [ (𝑠
2+4)1−𝑠(2𝑠)] 

(𝑠2+4)2 

= − [ (4−𝑠
2) ] 

(𝑠2+4)2 
𝑠=2 

𝑠=2 

 

 (ii) 

= − 
(4−4) 

(4+4)2 

 ∞ 𝑡2𝑒−𝑡𝑠𝑖𝑛𝑡𝑑𝑡 = 𝐿[𝑡2𝑠𝑖𝑛𝑡] 

= 0 

= 
𝑑2 

𝐿[𝑠𝑖𝑛𝑡] 
∫0 

= 
𝑑2 

( 
1 

𝑠=1 

 
) 

 
 

𝑑𝑠2 
𝑠=1 

𝑑𝑠2 𝑠2+1 𝑠=1 

= 
𝑑 [ −1(2𝑠) ]  
𝑑𝑠 (𝑠2+1)2 

𝑠=1 

= −2 
𝑑 

[ 
𝑠 

] 
𝑑𝑠 (𝑠2+1)2 

𝑠=1 

2 2
( ) 2 

[(𝑠 +1) 

= −2 [ 
1 −𝑠.2(𝑠 +1)(2𝑠))] 

(𝑠2+1)4 ] 
𝑠=1 

[(𝑠2+1)[(𝑠2+1)−4𝑠2)]] 

= −2 [ (𝑠2+1)4 ] 
𝑠=1 

= −2 [
(1−3𝑠2) 

]
 

(𝑠2+1)3 𝑠=1 

= [ 6𝑠3−2 ] 
= 

4 
= 

1 

(𝑠2+1)3 𝑠=1 8 2 

(iii) ∞ 
(
𝑒−𝑡−𝑒−2𝑡

) 𝑑𝑡 = 𝐿 [
𝑒−𝑡−𝑒−2𝑡

]
 = 

∞
[𝐿[𝑒−𝑡 − 𝑒−2𝑡]𝑑𝑠] 

 
 

0 𝑡 

 
 

𝑡 𝑠=0 
∫𝑠 𝑠=0 

∫ 

∫ 
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𝑠 

2 

∞ 

0 

0 

∫ 

∫ 

∫ 

= ∫
∞

[[𝐿(𝑒−𝑡) − 𝐿(𝑒−2𝑡)]𝑑𝑠] 
 
𝑠=0 

= 
∫𝑠 

 
 

𝑠+1 

 
 

𝑠+2 𝑠=0 

= {[log(𝑠 + 1) − log(𝑠 + 2)]∞} 

 
= {[𝑙𝑜𝑔 

 
𝑠+1 ∞ 

] 
𝑠+2 𝑠 

 
} 
𝑠=0 

𝑠  𝑠=0 

1 ∞ 

= {𝑙𝑜𝑔 
𝑠(1+

𝑠
) 

𝑠(1+
𝑠
)
𝑠

 

 
} 

𝑠=0 

= [0 − 𝑙𝑜𝑔 
𝑠+1

] 
𝑠+2 𝑠=0 

∵ 𝑙𝑜𝑔1 = 0 

= [𝑙𝑜𝑔 
𝑠+2

] 
𝑠+1 𝑠=0 

= 𝑙𝑜𝑔2 

(iv) ∞ (1−𝑐𝑜𝑠𝑡) 𝑒
−𝑡
𝑑𝑡

 
0 𝑡 

∞ 
(
1−𝑐𝑜𝑠𝑡

) 𝑒−𝑡𝑑𝑡 = 𝐿 [
1−𝑐𝑜𝑠𝑡] 

 
= 

∞
[𝐿[(1 − 𝑐𝑜𝑠𝑡)]𝑑𝑠] 

 
 

0 𝑡 

 
 

𝑡 𝑆=1 
∫𝑠 𝑆=1 

= 
∞

[[𝐿(1) − 𝐿(𝑐𝑜𝑠𝑡)]𝑑𝑠] 
∫𝑠 

= 
∞ 

[(
1 
− 

𝑠
  ) 𝑑𝑠] 

𝑆=1 

∫𝑠 
 

  

𝑠 𝑠2+1 𝑆=1 

= {[log 𝑠 − 
1 

log(𝑠2 + 1)]
∞

} 
2 𝑠 𝑆=1 

= {[log 𝑠 − log√𝑠2 + 1]
∞

} 

 
= {[𝑙𝑜𝑔 

𝑠 
]  } 

𝑠  𝑆=1 

√𝑠2+1 𝑠 

= [0 − 𝑙𝑜𝑔 
𝑠
 

𝑆=1 

] 
√𝑠2+1 𝑠=1 

= [𝑙𝑜𝑔 
√𝑠2+1

] 
 
 

 
 

𝑠 

 

= 𝑙𝑜𝑔√2 

𝑠=1 

 

Exercise: 5.4 
Find the values of the following integrals using Laplace transforms 

1. ∫
∞ 
𝑡𝑒−2𝑡𝑐𝑜𝑠𝑡𝑑𝑡 

2. ∫
∞ 
𝑡𝑒−3𝑡𝑠𝑖𝑛𝑡𝑑𝑡 

Ans: 3 
25 

Ans: 13 
250 

3. 
∞ 

(
𝑒−𝑎𝑡−𝑒−𝑏𝑡

) 𝑑𝑡 Ans: 𝑙𝑜𝑔 
𝑏

 
0 𝑡 𝑎 

4. 
∞ 
𝑒−2𝑡 

sin2 𝑡 
𝑑𝑡 Ans: 1 𝑙𝑜𝑔2 

0 𝑡 4 

5. 
∞ 

(
𝑐𝑜𝑠𝑎𝑡−𝑐𝑜𝑠𝑏𝑡

) 𝑑𝑡 Ans: 𝑙𝑜𝑔 
𝑎

 
0 𝑡 𝑏 

 

∫ 

∫ 
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0 

𝟎 

0 

Laplace transform of Piecewise continuous functions 

∫
∞ 
𝒇(𝒕)𝒆−𝒔𝒕𝒅𝒕 = 𝑳[𝒇(𝒕)] 

 
Example: 5.31 Find the Laplace transform of 𝒇(𝒕) 𝒆−𝒕;    𝟎 < 𝑡 < 𝜋 

=  

 
Solution: 

𝐿[𝑓(𝑡)] = 

= 

 

 

∫
∞ 
𝑓(𝑡)𝑒−𝑠𝑡𝑑𝑡 

𝜋 
𝑒−𝑠𝑡𝑒−𝑡𝑑𝑡 + 

 
 
 

 ∞ 𝑒−𝑠𝑡0𝑑𝑡 

𝟎 ;     𝒕 > 𝜋 

∫0 

= ∫
𝜋 
𝑒−(𝑠+1)𝑡𝑑𝑡  

∫𝜋 

𝑒−(𝑠+1)𝑡 𝜋 
= [ ] 

−(𝑠+1) 0 

𝑒−(𝑠+1)𝜋−𝑒0 

= 
−(𝑠+1) 

∴ 𝐿[𝑓(𝑡)] = 
1−𝑒−(𝑠+1)𝜋

 

−(𝑠+1) 

 

 
  𝒔𝒊𝒏 𝒕,     𝟎 < 𝑡 < 𝜋 

Example: 5.32 Find the Laplace transform of 𝒇(𝒕) =  

Solution: 

𝟎 ;         𝒕 > 𝜋 

𝐿[𝑓(𝑡)] = ∫
∞ 
𝑓(𝑡)𝑒−𝑠𝑡𝑑𝑡 

𝝅 = 𝑒−𝑠𝑡𝑠𝑖𝑛𝑡𝑑𝑡 + 

 

 ∞ 𝑒−𝑠𝑡0𝑑𝑡 
∫𝟎 

= ∫
𝜋 
𝑒−𝑠𝑡𝑠𝑖𝑛𝑡𝑑𝑡  

∫𝜋 

 

𝒆−𝒔𝒕 𝑒−𝑠𝜋 

[
 ] 𝑒

0  

[ ] 
= [

(−𝒔)𝟐+𝟏 
(−𝑠𝑠𝑖𝑛𝑡 − 𝑐𝑜𝑠𝑡)] = 

𝑠2+1 −𝑠𝑠𝑖𝑛𝜋 − 𝑐𝑜𝑠𝜋 − 
𝑠2+1 −𝑠𝑠𝑖𝑛0 − 𝑐𝑜𝑠0 

= 
𝑒−𝑠𝜋 

(0 + 1) −  
1  

(−1) = 
𝑒−𝑠𝜋+1

 

𝑠2+1 
 

𝑠2+1 𝑠2+1

𝑠 

 

 

 

 

 

 

 

Second Shifting theorem 

= 0 − 
𝑒−𝑠𝑎 

= 
𝑒−𝑠𝑎 

−𝑠 𝑠 

Statement: If 𝐿[𝑓(𝑡)] = 𝐹(𝑠), then 𝐿[𝑓(𝑡 − 𝑎)𝑈(𝑡 − 𝑎)] = 𝑒−𝑎𝑠𝐹(𝑠) 

Proof: 

𝑈(𝑡 − 𝑎)𝑓(𝑡 − 𝑎) =  
0;         𝑡 < 𝑎

 
𝑓(𝑡 − 𝑎) ; 𝑡 > 𝑎 

By the definition of Laplace transform,

𝐿[𝑈(𝑡 − 𝑎)𝑓(𝑡 − 𝑎)] = 

0 

0 

𝟎 

𝝅 

Exercise 5.5 
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0 

0 

0 

0 

0 𝑎 

𝟏 
𝑳[𝒇(𝒕)] = 

𝟏 − 𝒆−𝒔𝑻 

𝑻 

𝒆−𝒔𝒕𝒇(𝒕)𝒅𝒕 
𝟎 

𝐿[𝑈(𝑡 − 𝑎)𝑓(𝑡 − 𝑎)] =  ∫
∞ 
𝑒−𝑠(𝑎+𝑥)𝑓(𝑥)𝑑𝑥 

= ∫
∞ 
𝑒−𝑠𝑎𝑒−𝑠𝑥𝑓(𝑥)𝑑𝑥 

 

 
Replace x by t 

= 𝑒−𝑠𝑎 ∫
∞ 
𝑒−𝑠𝑥𝑓(𝑥)𝑑𝑥 

𝐿[𝑈(𝑡 − 𝑎)𝑓(𝑡 − 𝑎)] = 𝑒−𝑠𝑎 ∫
∞ 
𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡 

= 𝑒−𝑠𝑎𝐿[𝑓(𝑡)] = 𝑒−𝑠𝑎𝐹(𝑠) 

𝐿[𝑈(𝑡 − 𝑎)𝑓(𝑡 − 𝑎)] = 𝑒−𝑠𝑎𝐹(𝑠) 

5.5 Periodic functions 

Definition: A function 𝑓(𝑡) is said to be periodic if 𝑓(𝑡 + 𝑇) = 𝑓(𝑡) for 

all values of t and for certain values of T. The smallest value of T for   

 

Example: 

𝑠𝑖𝑛𝑡 = sin(𝑡 + 2𝜋) = sin(𝑡 + 4𝜋) ⋯ 

∴ 𝑠𝑖𝑛𝑡 is periodic function with period 2𝜋. 

Let 𝒇(𝒕) be a periodic function with period T. Then 
 

Problems on Laplace transform of Periodic function 
 

Example: 5.36 Find the Laplace transform of 𝒇(𝒕) = {  
𝑬;        𝟎 ≤ 𝒕 ≤ 𝒂

 
−𝑬 ; 𝒂 ≤ 𝒕 ≤ 𝟐𝒂 

 
 
 

 

Solution: 

The given function is a periodic function with period 𝑇 = 2𝑎 
𝐿[𝑓(𝑡)] = 

1 𝑇 
𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡 

1−𝑒−𝑠𝑇 ∫0 

= 
1 2𝑎 

𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡 

1−𝑒−2𝑎𝑠 ∫0 

= 
1 

[ 𝑎 𝐸𝑒−𝑠𝑡𝑑𝑡 + 2𝑎 −𝐸𝑒−𝑠𝑡𝑑𝑡] 
 

 

1−𝑒−2𝑎𝑠 

= 
1 

1−𝑒−2𝑎𝑠 

∫0 

 

[𝐸 

∫𝑎 

∫
𝑎 
𝑒−𝑠𝑡𝑑𝑡 − 𝐸 

 

 

∫
2𝑎 
𝑒−𝑠𝑡𝑑𝑡] 

𝐸 𝑒−𝑠𝑡 𝑎 
𝑒−𝑠𝑡 

2𝑎 
= 

1−𝑒−2𝑎𝑠 [[ 
−𝑠 

] − [ ] ] 
−𝑠  𝑎 

= 
𝐸 

[
𝑒−𝑎𝑠 

+ 
1 
− 

𝑒−2𝑎𝑠 

− 
𝑒−𝑎𝑠

]
 

1−𝑒−2𝑎𝑠 −𝑠 𝑠 𝑠 𝑠 

= 
𝐸 

1−𝑒−2𝑎𝑠 

 

= 
𝐸 

[
1−2𝑒−𝑎𝑠+𝑒−2𝑎𝑠

]
 

𝑠 

[(1−𝑒
−𝑎𝑠)2

] 
12−(𝑒−𝑎𝑠)2 

 

= 
𝐸 

𝑠 

[(1−𝑒
−𝑎𝑠)2

] 
(1−𝑒−𝑎𝑠)(1+𝑒−𝑎𝑠) 𝑠 

Let 𝑡 − 𝑎 = 𝑥 ⋯ (1) 

𝑡 = 𝑎 + 𝑥 

𝑑𝑡 = 𝑑𝑥 

When 𝑡 = 𝑎, (1) => 𝑥 = 0 

When 𝑡 = ∞, (1) => 𝑥 = ∞ 

0 

Definition: A function 𝑓(𝑡) is said to be periodic if 𝑓(𝑡 + 𝑇) = 𝑓(𝑡) for all values of t and for certain values 
of T. The smallest value of T for which 𝑓(𝑡 + 𝑇) = 𝑓(𝑡) for all t is called periodic function. 
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=    
𝐸  (1−𝑒−𝑎𝑠) 

 𝑠 (1+𝑒−𝑎𝑠) 

∴ 𝐿[𝑓(𝑡)] = 
𝐸 

tanh (
𝑎𝑠

) 
𝑠 2 

𝟏; 𝟎 ≤ 𝒕 ≤ 
𝒂

 

Example: 5.37 Find the Laplace transform of 𝒇(𝒕) = { 

 
Solution: 

−𝟏 ; 
𝒂
 
𝟐 

𝟐 

≤ 𝒕 ≤ 𝒂 
given that 𝒇(𝒕 + 𝒂) = 𝒇(𝒕). 

The given function is a periodic function with period 𝑇 = 𝑎 
𝐿[𝑓(𝑡)] = 

1 𝑇 
𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡 

1−𝑒−𝑠𝑇 ∫0 

= 
1 𝑎 

𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡 

1−𝑒−𝑎𝑠 ∫0 

𝑎 1  𝑎 
= [∫2(1)𝑒−𝑠𝑡𝑑𝑡 + ∫𝑎 (−1)𝑒−𝑠𝑡𝑑𝑡] 

1−𝑒−𝑎𝑠 0 
2

 

𝑎 

 

 

 

 1  𝑎 
= [∫2 𝑒−𝑠𝑡𝑑𝑡 − ∫𝑎 𝑒−𝑠𝑡𝑑𝑡] 

1
−
𝑒
−
𝑎
𝑠 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Exercise 5.6 
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5.6 Inverse Laplace transform 

Definition 

If the Laplace transform of a function 𝑓(𝑡) is 𝐹(𝑠)𝑖𝑒. , 𝐿[𝑓(𝑡)] = 𝐹(𝑠),then𝑓(𝑡) is called an 

inverse Laplace transform of 𝐹(𝑠) and we write symbolically𝑓(𝑡) = 𝐿−1[𝐹(𝑠)], where 𝐿−1 is called the 

inverse Laplace transform operator. 

Inverse Laplace transform of elementary functions 
 

𝑳[𝒇(𝒕)] = 𝑭(𝒔) 𝑳−𝟏[𝑭(𝒔)] = 𝒇(𝒕) 

𝟏 
𝑳[𝟏] = 

𝒔 

𝟏 
𝐿−1 [ ] = 𝟏 

𝒔 

𝟏 
𝑳[𝒕] = 

𝒔𝟐 

𝟏 
𝐿−1 [ ] = 𝒕 

𝒔𝟐 

𝒏! 
𝑳[𝒕𝒏] = 𝒊𝒇 𝒏 𝒊𝒔 𝒂𝒏 𝒊𝒏𝒕𝒆𝒈𝒆𝒓 

𝒔𝒏+𝟏 

𝒏! 
𝐿−1 [ ] = 𝒕𝒏 

𝒔𝒏+𝟏 

𝟏 𝒕𝒏 
𝐿−1 [ ] = 

𝒔𝒏+𝟏 𝒏! 

𝟏 
𝑳[𝒆𝒂𝒕] = 

𝒔 − 𝒂 

𝟏 
𝐿−1 [ ] = 𝒆𝒂𝒕 

𝒔 − 𝒂 

𝟏 
𝑳[𝒆−𝒂𝒕] = 

𝒔 + 𝒂 

𝟏 

𝐿−1 [ ] = 𝒆−𝒂𝒕 
𝒔 + 𝒂 

𝒂 
𝑳[𝒔𝒊𝒏𝒂𝒕] = 

𝒔𝟐 + 𝒂𝟐
 

𝟏 𝒔𝒊𝒏𝒂𝒕 
𝐿−1 [ ] = 

𝒔𝟐 + 𝒂𝟐 𝒂 

𝒔 
𝑳[𝒄𝒐𝒔𝒂𝒕] = 

𝒔𝟐 + 𝒂𝟐 

𝒔 
𝐿−1 [ ] = 𝒄𝒐𝒔𝒂𝒕 

𝒔𝟐 + 𝒂𝟐 

𝒂 
𝑳[𝒔𝒊𝒏𝒉𝒂𝒕] =            

𝒔𝟐 − 𝒂𝟐
 

𝟏 𝒔𝒊𝒏𝒉𝒂𝒕 
𝐿−1 [ ] = 

𝒔𝟐 − 𝒂𝟐 𝒂 

𝒔 
𝑳[𝒄𝒐𝒔𝒂𝒕] = 

𝒔𝟐 − 𝒂𝟐 

𝒔 
𝐿−1 [ ] = 𝒄𝒐𝒔𝒉𝒂𝒕 

𝒔𝟐 − 𝒂𝟐 
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Result on inverse Laplace transform 

Result: 1 Linear property 

𝑳[𝒇(𝒕)] = 𝑭(𝒔) and 𝑳[𝒈(𝒕)] = 𝑮(𝒔), then 𝑳−𝟏[𝒂𝑭(𝒔) ± 𝒃𝑮(𝒔)] = 𝒂𝑳−𝟏[𝑭(𝒔)] ± 𝒃𝑳−𝟏[𝑮(𝒔)] 

Where a and b are constants. 

Proof: 

We know that 𝐿[𝑎𝐹(𝑠) ± 𝑏𝐺(𝑠)] = 𝑎𝐿[𝐹(𝑠)] ± 𝑏𝐿[𝐺(𝑠)] 

= 𝑎 𝐹(𝑠) ± 𝑏 𝐺(𝑠) 

(𝑖. 𝑒. )𝑎 𝐹(𝑠) ± 𝑏 𝐺(𝑠) = 𝐿[𝑎𝑓(𝑡) ± 𝑏𝑔(𝑡)] 

Operating 𝐿−1 on both sides, we get 

𝐿−1[𝑎𝐹(𝑠) ± 𝑏𝐺(𝑠)] = 𝑎𝑓(𝑡) ± 𝑏𝑔(𝑡) 

𝐿−1[𝑎𝐹(𝑠) ± 𝑏𝐺(𝑠)] = 𝑎𝐿−1[𝐹(𝑠)] ± 𝑏𝐿−1[𝐺(𝑠)] 

Result: 2 First shifting property 

(i) 𝑳−𝟏 [𝑭(𝒔 + 𝒂) = 𝒆−𝒂𝒕𝑳−𝟏[𝑭(𝒔)]] 

(ii) 𝑳−𝟏 [𝑭(𝒔 − 𝒂) = 𝒆𝒂𝒕𝑳−𝟏[𝑭(𝒔)]] 

Proof: 

Let 𝐿[𝑒−𝑎𝑡𝑓(𝑡)] = 𝐹[𝑠 + 𝑎] 

Operating 𝐿−1 on both sides, we get 

𝑒−𝑎𝑡𝑓(𝑡) = 𝐿−1[𝐹[𝑠 + 𝑎]] 

𝐿−1[𝐹[𝑠 + 𝑎]] = 𝑒−𝑎𝑡𝐿−1[𝐹(𝑠)] 

Result: 3 Multiplication by s. 

If 𝑳−𝟏[𝑭(𝒔)] = 𝒇(𝒕) and 𝒇(𝟎) = 𝟎, then 𝑳−𝟏[𝒔𝑭(𝒔)] = 
𝒅 
𝑳−𝟏[𝑭(𝒔)] 

𝒅𝒕 

Proof: 

We know that 𝐿[𝑓′(𝑡)] = 𝑠𝐿[𝑓(𝑡)] − 𝑓(0) = 𝑠𝐹(𝑠) 

Operating 𝐿−1 on both sides, we get 

𝑓′(𝑡) = 𝐿−1[𝑠𝐹(𝑠)] 

𝑑 𝑓(𝑡) = 𝐿−1[𝑠𝐹(𝑠)] 
𝑑𝑡 

𝑑 𝐿−1[𝐹(𝑠)] = 𝐿−1[𝑠𝐹(𝑠)] 
𝑑𝑡 

∴ 𝐿−1[𝑠𝐹(𝑠)] = 
𝑑 
𝐿−1[𝐹(𝑠)] 

𝑑s

∵ 𝑓(𝑡) = 𝐿−1[𝐹(𝑠)] 

∵ 𝑔(𝑡) = 𝐿−1[𝐺(𝑠)] 
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𝟎 

0 

( ) −1  𝑑  

𝑠 

𝑠 

𝑠 

𝑠 

𝑠 

∫ 

Result: 4 Division by s. 
 

 
Proof: 

𝑳−𝟏 [
𝑭(𝒔)

] =
 

𝒔 
∫
𝒕 
𝐿−1[𝐹(𝑠)]𝑑𝑡 

We know that  𝐿 [ 
𝑡 
𝑓 (𝑡)𝑑𝑡] = 

1 
𝐿[𝑓(𝑡)] = 

1 
𝐹(𝑠) 

0 𝑠 𝑠 

Operating 𝐿−1 on both sides ,we get 

𝑡 𝑓 (𝑡)𝑑𝑡 = 𝐿−1 [
1 
𝐹(𝑠)] 

0 𝑠 
𝑡 𝐿−1[𝐹(𝑠)] 𝑑𝑡 = 𝐿−1 [

1 
𝐹(𝑠)] 

∫0 

∴ 𝐿−1 [
𝐹(𝑠)

] = 
𝑠 

𝑠 

∫
𝑡 
𝐿−1[𝐹(𝑠)] 𝑑𝑡 

Result: 5 Inverse Laplace transform of derivative 

𝑳−𝟏[𝑭(𝒔)] = 
−𝟏 

𝑳−𝟏 [ 
𝒅 
𝑭(𝒔)] 

Proof: 

𝒕 𝒅𝒔 

We know that  𝐿[𝑡𝑓(𝑡)] = 
−𝑑 

𝐿[𝑓(𝑡)] = 
−𝑑 

𝐹(𝑠) 
𝑑𝑠 

Operating 𝐿−1 on both sides ,we get 
  

𝑡𝑓 𝑡  = −𝐿 { 𝐹(𝑠)} 
𝑑𝑠 

𝐿−1[𝐹(𝑠)] = 
−1 

𝐿−1 { 
𝑑 
𝐹(𝑠)} 

𝑑𝑠 

𝑡 𝑑𝑠 

𝑓(𝑡) = 
−1 

𝐿−1 { 
𝑑 
𝐹(𝑠)} 

𝑡 𝑑𝑠 

𝐿−1[𝐹(𝑠)] = 
−1 

𝐿−1 { 
𝑑 
𝐹(𝑠)} 

𝑡 𝑑𝑠 

Result: 6 Inverse Laplace transform of integral 

𝑳−𝟏[𝑭(𝒔)] = 𝒕𝐿−1[ 

Proof: 

∫
∞ 
𝐹(𝑠)𝑑𝑠] 

We know that  𝐿 [
𝑓(𝑡)

] = 
𝑡 

= 

∫
∞ 
𝐿(𝑓(𝑡)) 𝑑𝑠 

∞  
∫𝑠 

Operating 𝐿−1 on both sides, we get 

𝑓(𝑡) 
= 𝐿−1[ 

𝑡 
∫
∞ 
𝐹(𝑠) 𝑑𝑠] 

𝑓(𝑡) = 𝑡𝐿−1[ ∫
∞ 
𝐹(𝑠) 𝑑𝑠] 

𝐿−1[𝐹(𝑠)] = 𝑡𝐿−1[ ∫
∞ 
𝐹(𝑠) 𝑑𝑠] 

Problems under inverse Laplace transform of elementary functions 

Example: 5.39 Find the inverse Laplace for the following

∫ 

F(s)ds 
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𝟐 

 
 

 
 

𝟐𝒔+𝟑 
𝟑 

𝟐[𝒔+ ] 
𝟐 

= 
𝟏 

𝟐 

−𝟑𝒕 
 

 

𝑒− 
𝟐

 

 

(ii) 𝐿−1 [ 
𝟏

 𝟒𝒔𝟐+𝟗 
] = 𝐿−1 [ 

𝟏 
] 

𝟗 
𝟒[𝒔 +

𝟒
] 

 

= 
𝟏 
𝐿−1 [ 

𝟏 
] 

  

𝟒 𝟐  𝟗 
 
 

= 
1 1 

[𝒔 + ] 
𝟒 

𝑠𝑖𝑛 
3 
𝑡 

 

4 
3⁄

2 2 

= 
1 

𝑠𝑖𝑛 
3 
𝑡 

6 2 
𝑠2+36 6 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Exercise: 5.7 

Find the inverse Laplace transform for the following: 
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2 

2) 

Inverse using the formula  

𝑳−𝟏[𝑭(𝒔)] = 
−𝟏 

𝑳−𝟏 [ 
𝒅 
𝑭(𝒔)] 

𝒕 𝒅𝒔 

Note: This formula is used when 𝐹(𝑠) is cot−1 ∅(𝑠) or tan−1 ∅(𝑠) or 𝑙𝑜𝑔∅(𝑠) 

Example: 5.41 Find the inverse Laplace transform for the following 

(i) 𝒄𝒐𝒕−𝟏 (
𝒔
) (ii) 𝒕𝒂𝒏−𝟏 (

𝒂
)  (iii) 𝒄𝒐𝒕−𝟏𝒂𝒔 

𝒂 𝒔 

(iv) 𝒕𝒂𝒏−𝟏(𝒔 + 𝒂) 

 
Solution: 

 

(i) 𝐿−1 [𝑐𝑜𝑡−1 (
𝑠
)] = 

−1 
𝐿−1 [ 

𝑑 
(𝑐𝑜𝑡−1 (

𝑠
))] 

𝑎 𝑡 𝑑𝑠 𝑎 
 

= 
−1 𝐿−1 [ −1 

 

(
1
)] = 1 

𝐿−1 [ 
−1

 (
1
)] 

𝑡 1+
𝑠2  

𝑎 𝑡 
𝑎 

𝑎2+𝑠2  𝑎 
𝑎2 

= 
1 
𝐿−1 [ 

𝑎 
] 

𝑡 𝑠2+𝑎2 

𝐿−1 [𝑐𝑜𝑡−1 (
𝑠  

)] =  
1 
𝑠𝑖𝑛𝑎𝑡 

𝑎   𝑡 

(ii) 𝐿−1 [𝑡𝑎𝑛−1 (
𝑎
)] = 

−1 
𝐿−1 [ 

𝑑 
(𝑡𝑎𝑛−1 ( 

𝑎  
))] 

𝑠 𝑡 𝑑𝑠 𝑠 
 

= 
−1 
𝐿−1 [ 

1 
 

(
−𝑎

)] = 
−1 
𝐿−1 [  

1
 

  

(
−𝑎

)] 
 

𝑡 𝑎 2 
1+(

𝑠
) 

𝑠2 𝑡 𝑠2+𝑎2 

𝑠2 
𝑠2 

= 
1 
𝐿−1 [ 

𝑎 
]  

𝑡 𝑠2+𝑎2 

𝐿−1 [𝑡𝑎𝑛−1 (
𝑎
)] = 

1 
𝑠𝑖𝑛𝑎𝑡 

𝑠 𝑡 

(iii) 𝐿−1[𝑐𝑜𝑡−1𝑎𝑠] = 
−1 

𝐿−1 [ 
𝑑 

(𝑐𝑜𝑡−1(𝑎𝑠))] 
𝑡 𝑑𝑠 

 

= 
−1 
𝐿−1 [  −1 (𝑎)] = 

1 
𝐿−1 [ 

𝑎 
] 

  

𝑡 1+𝑎2𝑠2 𝑡 𝑎2(𝑠2+
 1 

 
𝑎 

1 

= 
1 
𝐿−1 [  

1
 ] = 

1 
[ 
𝑠𝑖𝑛

𝑎
𝑡 
]
 

𝑎𝑡 

𝐿−1[𝑐𝑜𝑡−1𝑎𝑠] = 
1 
𝑠𝑖𝑛 

𝑡
 

𝑠2+ 
1

 
𝑎 

𝑎𝑡 
1

 
𝑎 

𝑡 𝑎  

(iv) 𝐿−1[𝑡𝑎𝑛−1(𝑠 + 𝑎)] = 𝑒−𝑎𝑡𝐿−1[𝑡𝑎𝑛−1𝑠] 

2 
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−𝟏  𝒔−𝟐  

Inverse using the formula 

𝑳−𝟏[𝒔𝑭(𝒔)] = 
𝒅 
𝑳−𝟏[𝑭(𝒔)] 

𝒅𝒕 

Example: 5.42 Find 𝑳−𝟏 [𝒔𝒍𝒐𝒈 (
𝒔𝟐+𝒂𝟐

)] 
𝒔𝟐+𝒃𝟐 

Solution: 

𝐿−1 [𝑠𝑙𝑜𝑔 (
𝑠2+𝑎2 

)] = 
𝑑 
𝐿−1 [𝑠𝑙𝑜𝑔 (

𝑠2+𝑎2 

)] ⋯ (1) 
𝑠2+𝑏2 𝑑𝑡 𝑠2+𝑏2 

𝐿−1 [𝑙𝑜𝑔 (
𝑠2+𝑎2

)] = 𝐿−1 
𝑑 

[𝑙𝑜𝑔 (
𝑠2+𝑎2

)] 
𝑠2+𝑏2 𝑑𝑠 𝑠2+𝑏2 

= 
−1 

𝐿−1 [ 
𝑑 

(log(𝑠2 + 𝑎2) − log(𝑠2 + 𝑏2))] 
𝑡 𝑑𝑠 

= 
−1 
𝐿−1 [ 

1 2𝑠 − 
1

 2𝑠] 
𝑡 𝑠2+𝑎2 𝑠2+𝑏2 

= 
−2 
𝐿−1 [ 𝑠 − 

𝑠 
] 

𝑡 𝑠2+𝑎2 𝑠2+𝑏2 

= 
−2 

[𝑐𝑜𝑠𝑎𝑡 − 𝑐𝑜𝑠𝑏𝑡] 
𝑡 

= 
2 

[𝑐𝑜𝑠𝑏𝑡 − 𝑐𝑜𝑠𝑎𝑡] 
𝑡 

Substituting in (1), we get 

𝐿−1 [𝑠𝑙𝑜𝑔 (
𝑠2+𝑎2

)] = 
𝑑 

[
2 

[𝑐𝑜𝑠𝑏𝑡 − 𝑐𝑜𝑠𝑎𝑡]] 
𝑠2+𝑏2 𝑑𝑡  𝑡 

= 2 [
𝑡(−𝑏𝑠𝑖𝑛𝑏𝑡+𝑎𝑠𝑖𝑛𝑎𝑡)−(𝑐𝑜𝑠𝑏𝑡−𝑐𝑜𝑠𝑎𝑡)] 

𝑡2 

𝐿−1 [𝑠𝑙𝑜𝑔 (   𝑠2+𝑎2)] = 2 [𝑡(−𝑏𝑠𝑖𝑛𝑏𝑡+𝑎𝑠𝑖𝑛𝑎𝑡)−(𝑐𝑜𝑠𝑏𝑡−𝑐𝑜𝑠𝑎𝑡)] 
                             𝑠2+𝑏2           t2

Inverse using Partial Fraction 

Example: 5.46 Find 𝑳 [ ] 
𝒔(𝒔+𝟐)(𝒔−𝟏) 

Solution: 
𝑠−2 

 

 

= 
𝐴 

+ 
𝐵 

 

 

+ 
𝐶 

𝑠(𝑠+2)(𝑠−1) 𝑠 𝑠+2 𝑠−1 

= 
𝐴(𝑠+2)(𝑠−1)+𝐵𝑠(𝑠−1)+𝐶𝑠(𝑠+2) 

𝑠(𝑠+2)(𝑠−1) 

𝐴(𝑠 + 2)(𝑠 − 1) + 𝐵𝑠(𝑠 − 1) + 𝐶𝑠(𝑠 + 2) = 𝑠 − 2 ⋯ (1) 
 

Put 𝑠 = 0 in (1) Put 𝑠 = −2 in (1) Put 𝑠 = 1 in (1) 

𝐴(2)(−1) = −2 𝐵(−2)(−3) = −4 3𝐶 = −1 
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∴ 𝐿 [ 2] = −𝑒  + 𝑒 + 𝑒  𝑡 

⇒ 𝐴 = 1 ⇒ 𝐵 = 
−4 

= 
−2 

⇒ 𝐶 = 
−1

 
6 3 3 

 

 

∴ 
𝑠−2 

= 
1 
−  

2  
− 

1 

𝑠(𝑠+2)(𝑠−1) 𝑠 𝑠+2 3(𝑠−1) 

𝐿−1 [
 𝑠−2 

] = 1 − 
2 
𝑒−2𝑡 − 

1 
𝑒𝑡 

𝑠(𝑠+2)(𝑠−1) 3 3 

Example: 5.47 Find 𝐿−1 [ 
2𝑠−3 

] 
(𝑠−1)(𝑠−2)2 

Solution: 
2𝑠−3 

 

 

=  
𝐴 

 

 

+ 
𝐵 

 

 

+ 
𝐶 

(𝑠−1)(𝑠−2)2 𝑠−1 𝑠−2 (𝑠−2)2 

= 
𝐴(𝑠−2)2+𝐵(𝑠−1)(𝑠−2)+𝐶(𝑠−1) 

(𝑠−1)(𝑠−2)2 

𝐴(𝑠 − 2)2 + 𝐵(𝑠 − 1)(𝑠 − 2) + 𝐶(𝑠 − 1) = 2𝑠 − 3 ⋯ (1) 

Put 𝑠 = 1 in (1) 
 
 

𝐴 = −1 

Put 𝑠 = 2 in (1) 
 
 

𝐶 = 1 

Equating the coefficient of 𝑠2 

𝐴 + 𝐵 = 0 

𝐵 = −𝐴 ⇒ 𝐵 = 1 
 

 

∴ 
2𝑠−3 

= 
−1 

+ 
1  

+ 
1 

(𝑠−1)(𝑠−2)2 𝑠−1 𝑠−2 (𝑠−2)2 

 

−1      2𝑠−3  𝑡 2𝑡 2 
(𝑠−1)(𝑠−2) 

Example: 5.48 Find the inverse Laplace transform of 𝟓𝒔
𝟐−𝟏𝟓𝒔−𝟏𝟏

 
(𝒔+𝟏)(𝒔−𝟐)𝟑 

Solution: 

5𝑠2−15𝑠−11 
=  

𝐴 

 
 
 

+ 
𝐵 

 
 
 

+ 
𝐶 

 
 
 

+ 
𝐶 

(𝑠+1)(𝑠−2)3 𝑠+1 𝑠−2 (𝑠−2)2 (𝑠−2)3 

= 
𝐴(𝑠−2)3+𝐵(𝑠+1)(𝑠−2)2+𝐶(𝑠+1)(𝑠−2)+𝐷(𝑠+1) 

(𝑠−1)(𝑠−2)3 

𝐴(𝑠 − 2)3 + 𝐵(𝑠 + 1)(𝑠 − 2)2 + 𝐶(𝑠 + 1)(𝑠 − 2) + 𝐷(𝑠 + 1) = 5𝑠2 − 15𝑠 − 11 ⋯ (1) 

Put 𝑠 = −1 in (1) 

𝐴(−27) = 9 

Put 𝑠 = 2 in (1) 

𝐷(3) = −21 

Equating the coefficient of 𝑠3 

𝐴 + 𝐵 = 0 

𝐴 =  
9

 
−27 

⇒ 𝐴 = 
−1

 
3 

𝐷 = 
−21 

= −7 
3 

𝐵 = −𝐴 ⇒ 𝐵 = 
1

 
3 

Put 𝑠 = 0 in (1), we get 

−8𝐴 + 4𝐵 − 2𝐶 + 𝐷 = −11 
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0 

8 + 
4 
− 2𝐶 − 7 = −11 

3 3 

4 − 2𝐶 = 7 − 11 

−2𝐶 = −8 ⇒ 𝐶 = 4 

∴ 
5𝑠2−15𝑠−11 

= 
−1 

+ 
1 

+ 
4 

− 
7 

(𝑠+1)(𝑠−2)3 3(𝑠+1) 3(𝑠−2) (𝑠−2)2 (𝑠−2)3 

𝐿−1 [5𝑠2−15𝑠−11] = 
−1 𝐿−1 [ 1 ] + 

1 
𝐿−1 [ 

1
 ] + 4𝐿−1 [ 

1
 ] − 7𝐿−1 [ 

1 
] 

(𝑠+1)(𝑠−2)3 3 𝑠+1 3 𝑠−2 (𝑠−2)2 (𝑠−2)3 

= 
−1 

𝑒−𝑡 + 
1 
𝑒2𝑡 + 4𝑒2𝑡𝐿−1 [ 

1 
] − 7𝑒2𝑡𝐿−1 [ 

1 
] 

3 3 𝑠2 𝑠3 

𝐿−1 [
5𝑠2−15𝑠−11

] = 
−1 

𝑒−𝑡 + 
1 
𝑒2𝑡 + 4𝑒2𝑡𝐿−1 [ 

1 
] − 7𝑒2𝑡 𝑡

2

 

(𝑠+1)(𝑠−2)3 3 3 𝑠2 2 

  

Find the Inverse Laplace transforms using partial fraction for the following 

1. 1 
(𝑠+1)(𝑠+3) 

2. 1 
𝑠(𝑠+1)(𝑠+2) 

Ans: 1 (𝑒−𝑡 − 𝑒−3𝑡) 
2 

Ans: 1 (𝑒−2𝑡 − 2𝑒−𝑡 + 1) 
2 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.7 Convolution theorem 

Definition: Convolution of two functions 

The convolution of two functions 𝑓(𝑡) and 𝑔(𝑡) is denoted by 𝑓(𝑡) ∗ 𝑔(𝑡) and defined by 

𝑓(𝑡) ∗ 𝑔(𝑡) = ∫
𝑡 
𝑓(𝑢)𝑔(𝑡 − 𝑢)𝑑𝑢. 

State and prove Convolution theorem 

Statement: If 𝐿[𝑓(𝑡)] = 𝐹(𝑠) and  𝐿[𝑔(𝑡)] = 𝐺(𝑠),  then  𝐿[𝑓(𝑡)] ∗ 𝐿[𝑔(𝑡)] = 𝐹(𝑠)𝐺(𝑠) 

Exercise 5.8 
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−1 𝑠  −1 𝑠  

0 

0 

0 

0 

𝑢 

𝑢 

0 0 

0 0 

0 

= 𝐿 [ 

0 

Proof: 

We have 𝑓(𝑡) ∗ 𝑔(𝑡) = 

 

∫
𝑡 
𝑓(𝑢)𝑔(𝑡 − 𝑢)𝑑𝑢 

𝐿[𝑓(𝑡) ∗ 𝑔(𝑡)] = ∫
∞

[𝑓(𝑡) ∗ 𝑔(𝑡)] 𝑒−𝑠𝑡𝑑𝑡 

∞ 

= ∫0 

∞ 

= ∫0 

∫
𝑡 
𝑓(𝑢)𝑔(𝑡 − 𝑢)𝑑𝑢𝑒−𝑠𝑡𝑑𝑡 

∫
𝑡 
𝑓(𝑢)𝑔(𝑡 − 𝑢)𝑒−𝑠𝑡𝑑𝑢𝑑𝑡 ⋯ (1) 

Now we have no change the order of integration. 

𝑢 = 0, 𝑢 = 𝑡; 𝑡 = 0, 𝑡 = ∞ 

Change of order is . Draw horizontal strip PQ 

At P, 𝑡 = 𝑢, At A 𝑢 = ∞ 

𝐿[𝑓(𝑡) ∗ 𝑔(𝑡)] = ∫
∞ 
∫
∞ 
𝑓(𝑢)𝑔(𝑡 − 𝑢)𝑒−𝑠𝑡𝑑𝑡𝑑𝑢 

∞ 

= ∫0 
𝑓(𝑢) [ ∫

∞ 
𝑔(𝑡 − 𝑢)𝑒−𝑠𝑡𝑑𝑡]𝑑𝑢 ⋯ (2) 

Put 𝑡 − 𝑢 = 𝑥 ⋯ (3) 

𝑡 = 𝑢 + 𝑥 ⇒ 𝑑𝑡 = 𝑑𝑥 

When 𝑡 = 𝑢; (3) ⇒ 𝑥 = 0 

When 𝑡 = ∞; (3) ⇒ 𝑥 = ∞ 

(1) ⇒ 𝐿[𝑓(𝑡) ∗ 𝑔(𝑡)] = 

= 

∫
∞ 
𝑓(𝑢) [∫

∞ 
𝑔(𝑥)𝑒−𝑠(𝑢+𝑥)𝑑𝑥]𝑑𝑢 

∞ 𝑓(𝑢) [ 
∞ 
𝑔(𝑥)𝑒−𝑠𝑢𝑒−𝑠𝑥𝑑𝑥]𝑑𝑢 

∫0 ∫0 

= ∫
∞ 
𝑓(𝑢)𝑒−𝑠𝑢𝑑𝑢 ∫

∞ 
𝑔(𝑥)𝑒−𝑠𝑥𝑑𝑥 

= 𝐿[𝑓(𝑢)]𝐿[𝑔(𝑥)] 

∴ 𝐿[𝑓(𝑡) ∗ 𝑔(𝑡)] = 𝐹(𝑠)𝐺(𝑠) 

Note: Convolution theorem is very useful to compute inverse Laplace transform of product of two terms 

Convolution theorem is 𝐿[𝑓(𝑡) ∗ 𝑔(𝑡)] = 𝐹(𝑠)𝐺(𝑠) 

𝐿−1[𝐹(𝑠)𝐺(𝑠)] = 𝑓(𝑡) ∗ 𝑔(𝑡) 

𝐿−1[𝐹(𝑠)𝐺(𝑠)] = 𝐿−1[𝐹(𝑠)] ∗ 𝐿−1[𝐺(𝑠)] 

Problems under Convolution theorem 

Example: 5.56 Find the inverse Laplace transform 𝒔
𝟐

 

(𝒔𝟐+𝒂𝟐)(𝒔𝟐+𝒃𝟐) 
by using convolution theorem. 

Solution: 
 

 

𝐿−1 [ 𝑠2
 

 
 

 

] −1  𝑠  

 
 

 
𝑠 ] 

(𝑠2+𝑎2)(𝑠2+𝑏2) (𝑠2+𝑎2) (𝑠2+𝑏2) 

      
= 𝐿 [ ] ∗ 𝐿 [ ] 

(𝑠2+𝑎2) 

= 𝑐𝑜𝑠𝑎𝑡 ∗ 𝑐𝑜𝑠𝑏𝑡 

(𝑠2+𝑏2) 

= ∫
𝑡 
𝑐𝑜𝑠𝑎𝑢 𝑐𝑜𝑠𝑏(𝑡 − 𝑢)𝑑𝑢 
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−1 𝑠  −1 1  

∫ 

−1 1  −1 𝑠  

= 
𝑡 cos(𝑎𝑢+𝑏𝑡−𝑏𝑢)+cos(𝑎𝑢−𝑏𝑡+𝑏𝑢) 

𝑑𝑢
 

0 2 

= 
1  𝑡

(cos(𝑎𝑢 + 𝑏𝑡 − 𝑏𝑢) + cos(𝑎𝑢 − 𝑏𝑡 + 𝑏𝑢)) 𝑑𝑢 

2 
∫0 

= 
1  𝑡

[cos(𝑎 − 𝑏) 𝑢 + 𝑏𝑡 + cos(𝑎 + 𝑏) 𝑢 − 𝑏𝑡]𝑑𝑢 

2 
∫0 

 

= 
1 [𝑠𝑖𝑛[(𝑎−𝑏)𝑢+𝑏𝑡] 

 

 
𝑠𝑖𝑛[(𝑎+𝑏)𝑢+𝑏𝑡] 𝑡 

+ ] 
2 𝑎−𝑏 𝑎+𝑏 0 

= 
1 [sin(𝑎𝑡−𝑏𝑡+𝑏𝑡) 

+ 
sin(𝑎𝑡−𝑏𝑡+𝑏𝑡) 

− 
𝑠𝑖𝑛𝑏𝑡 

+ 
𝑠𝑖𝑛𝑏𝑡] 

2 𝑎−𝑏 𝑎+𝑏 𝑎−𝑏 𝑎+𝑏 

= 
1 [sin 𝑎𝑡 

+ 
sin 𝑎𝑡 

− 
𝑠𝑖𝑛𝑏𝑡 

+ 
𝑠𝑖𝑛𝑏𝑡] 

2  𝑎−𝑏 𝑎+𝑏 𝑎−𝑏 𝑎+𝑏 

=  
1 

[
(𝑎+𝑏)𝑠𝑖𝑛𝑎𝑡+(𝑎−𝑏)𝑠𝑖𝑛𝑎𝑡−(𝑎+𝑏)𝑠𝑖𝑛𝑏𝑡+(𝑎−𝑏)𝑠𝑖𝑛𝑏𝑡

]
 

2 𝑎2−𝑏2 

= 
1 

[
2𝑎𝑠𝑖𝑛𝑎𝑡−2𝑏𝑠𝑖𝑛𝑏𝑡

]
 

2 𝑎2−𝑏2 

= 
1 [2(𝑎𝑠𝑖𝑛𝑎𝑡−𝑏𝑠𝑖𝑛𝑏𝑡)] 

 

∴ 𝐿−1 [ 
𝑠2

 

2 𝑎2−𝑏2 

] = 
𝑎𝑠𝑖𝑛𝑎𝑡−𝑏𝑠𝑖𝑛𝑏𝑡 

(𝑠2+𝑎2)(𝑠2+𝑏2) 𝑎2−𝑏2 

Example: 5.58 Find the inverse Laplace transform 𝒔 
(𝒔𝟐+𝟒)(𝒔𝟐+𝟗) 

by using convolution theorem. 

Solution: 
      

𝐿 [ ] = 𝐿 [ 

 
 

 
𝑠 ] 

(𝑠2+4)(𝑠2+9) (𝑠2+4) (𝑠2+9)  

         
= 𝐿 [ ] ∗ 𝐿 [ ] 

(𝑠2+4) 

= 
1 
𝑠𝑖𝑛2𝑡 ∗ 𝑐𝑜𝑠3𝑡 

2 

(𝑠2+9) 

= 
1  𝑡 

𝑠𝑖𝑛2𝑢 𝑐𝑜𝑠3(𝑡 − 𝑢)𝑑𝑢 

2 
∫0 

= 
1  𝑡 sin(2𝑢+3𝑡−3𝑢)+sin(2𝑢−3𝑡+3𝑢) 

𝑑𝑢
 

2 
∫

0 2 

= 
1  𝑡

[sin(3t − 𝑢) + sin(5u − 3t)]𝑑𝑢 

4 
∫0 

= 
1 [−cos(3𝑡−𝑢) 

−
 

 
 
cos(5𝑢−3𝑡) 𝑡 

] 
4 −1 5 0 

= 
1 [cos(3t−t) 

− 
cos(5t−3𝑡) 

− 
𝑐𝑜𝑠3𝑡 

+ 
𝑐𝑜𝑠3𝑡] 

4 1 5 1 5 

= 
1 

[𝑐𝑜𝑠2𝑡 − 
cos2𝑡 

− 𝑐𝑜𝑠3𝑡 + 
𝑐𝑜𝑠3𝑡

] 
4 5 5 

= 
1 [5𝑐𝑜𝑠2𝑡−𝑐𝑜𝑠2𝑡−5𝑐𝑜𝑠3𝑡+𝑐𝑜𝑠3𝑡] 
4 5 

 
 

 

∴ 𝐿−1 [ 
𝑠
 

= 
1 

[4𝑐𝑜𝑠2𝑡 − 4𝑐𝑜𝑠3𝑡] 
20 

] = 
𝑐𝑜𝑠2𝑡−𝑐𝑜𝑠3𝑡 

(𝑠2+4)(𝑠2+9) 5 
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Exercise: 5.10 

Find the inverse Laplace transforms using convolution theorem for the following 

1. 1 
𝑠(𝑠2+1) 

 
2. 𝑠 

Ans: 1 − 𝑐𝑜𝑠𝑡 

Ans: 1 [
sin2𝑡 

− 𝑡𝑐𝑜𝑠2𝑡] 
(𝑠2+4)2 8 2 

3. 𝑠
2

 Ans: 1 [𝑡𝑐𝑜𝑠2𝑡 + 
sin2𝑡

] 
(𝑠2+4)2 2 2 

4. 1 
(𝑠+1)(𝑠2+1) 

5. 1 

Ans: 1 [𝑒−𝑡 + 𝑠𝑖𝑛𝑡 − 𝑐𝑜𝑠𝑡] 
2 

Ans: − 
1 
𝑒−𝑡 + 

1 
𝑐𝑜𝑠2𝑡 − 

1 
𝑠𝑖𝑛2𝑡 

(𝑠+1)(𝑠2+4) 5 5 10 
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5.8 Solution of differential equation by Laplace transform technique 

There are so many methods to solve a linear differential equation. If the initial conditions are known, 

then Laplace transform technique is easier to solve the differential equation. The Laplace transform 

transforms the differential equation into an algebraic equation. 

𝐿[𝑦′(𝑡)] = 𝑠𝐿[𝑦(𝑡)] − 𝑦(0) 

𝐿[𝑦′′(𝑡)] = 𝑠2𝐿[𝑦(𝑡)] − 𝑠𝑦(0) − 𝑦′(0) 

Problems using Partial Fraction 

Example: 5.66 Solve𝒅
𝟐𝒙 
− 𝟑 

𝒅𝒙 
+ 𝟐𝒙 = 𝟐, given 𝒙 = 𝟎and 𝒅𝒙 = 𝟓 for 𝒕 = 𝟎using Laplace transform 

 
method. 

Solution: 

𝒅𝒕𝟐 𝒅𝒕 𝒅𝒕 

Given 𝑥′′ − 3𝑥′ + 2𝑥 = 2; 𝑥(0) = 0; 𝑥′(0) = 5 

Taking Laplace transform on both sides, we get, 

𝐿[𝑥′′(𝑡)] − 3𝐿[𝑥′(𝑡)] + 2𝐿[𝑥(𝑡)] = 2𝐿(1) 

[𝑠2𝐿[𝑥(𝑡)] − 𝑠𝑥(0) − 𝑥′(0)] − 3[𝑠𝐿[𝑥(𝑡)] − 𝑥(0)] + 2𝐿[𝑥(𝑡)] = 
2

 
𝑠 

Substituting 𝑥(0) = 0; 𝑥′(0) = 5 

[𝑠2𝐿[𝑥(𝑡)] − 0 − 5] − 3[𝑠𝐿[𝑥(𝑡)] − 0] + 2𝐿[𝑥(𝑡)] = 
2

 
𝑠 

𝑠2𝐿[𝑥(𝑡)] − 3𝑠𝐿[𝑥(𝑡)] + 2𝐿[𝑥(𝑡)] = 
2 

+ 5 
𝑠 

𝑠2𝐿[𝑥(𝑡)] − 3𝑠𝐿[𝑥(𝑡)] + 2𝐿[𝑥(𝑡)] = 
2 

+ 5 
𝑠 

Put 𝐿[𝑥(𝑡)] = 𝑥  

𝑠2𝑥  − 3𝑠𝑥  + 2𝑥  = 
2 

+ 5 
𝑠 

[𝑠2 − 3𝑠 + 2]𝑥  = 
2 

+ 5 
𝑠 

(𝑠 − 1)(𝑠 − 2)𝑥  = 
2 

+ 5 
𝑠 

𝑥  = 
2+5𝑠 

𝑠(𝑠−1)(𝑠−2) 

Consider 2+5𝑠 = 
𝐴 

+ 
𝐵 

+ 
𝐶 

𝑠(𝑠−1)(𝑠−2) 𝑠 𝑠−1 𝑠−2 

2+5𝑠 
 

 

𝑠(𝑠−1)(𝑠−2) 
= 

𝐴(𝑠−1)(𝑠−2)+𝐵𝑠(𝑠−2)+𝐶𝑠(𝑠−1) 

𝑠(𝑠−1)(𝑠−2) 

𝐴(𝑠 − 1)(𝑠 − 2) + 𝐵𝑠(𝑠 − 2) + 𝐶𝑠(𝑠 − 1) = 2 + 5𝑠 ⋯ (1) 

Put 𝑠 = 0 in (1) 

𝐴(−1)(−2) = 2 

𝐴 = 1 

Put 𝑠 = 1 𝑖𝑛 (1) 

𝐵(1)(−1) = 7 

𝐵 = −7 

Put 𝑠 = 2 in (1) 

𝐶(2)(1) = 2 + 10 

𝐶 = 6 

2+5𝑠 
 

 

𝑠(𝑠−1)(𝑠−2) 
= 

1 
− 

7  
+  

6 

𝑠 𝑠−1 𝑠−2 
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∴ 𝑥  = 
1 
− 7 

1  
+ 6 

1
 

𝑠 𝑠−1 𝑠−2 
 

𝑥(𝑡) = 1 − 7𝑒𝑡 + 6𝑒2𝑡 

Example: 5.67 Using Laplace transform solve the differential equation𝒚′′ − 𝟑𝒚′ − 𝟒𝒚 = 𝟐𝒆−𝒕, 

with𝒚(𝟎) = 𝟏 = 𝒚′(𝟎). 

Solution: 

Given 𝑦′′ − 3𝑦′ − 4𝑦 = 2𝑒−𝑡; with𝑦(0) = 1 = 𝑦′(0). 

Taking Laplace transform on both sides, we get, 

𝐿[𝑦′′(𝑡)] − 3𝐿[𝑦′(𝑡)] − 4𝐿[𝑦(𝑡)] = 2𝐿(𝑒−𝑡) 

[𝑠2𝐿[𝑦(𝑡)] − 𝑠𝑦(0) − 𝑦′(0)] − 3[𝑠𝐿[𝑦(𝑡)] − 𝑦(0)] − 4𝐿[𝑦(𝑡)] = 2  
1

 
𝑠+1 

Substituting 𝑦(0) = 1 = 𝑦′(0). 

[𝑠2𝐿[𝑦(𝑡)] − 𝑠 − 1] − 3[𝑠𝐿[𝑦(𝑡)] − 1] − 4𝐿[𝑦(𝑡)] =  
2

 
𝑠+1 

𝑠2𝐿[𝑦(𝑡)] − 𝑠 − 1 − 3𝑠𝐿[𝑦(𝑡)] + 3 − 4𝐿[𝑦(𝑡)] =  
2

 
𝑠+1 

𝑠2𝐿[𝑦(𝑡)] − 3𝑠𝐿[𝑦(𝑡)] − 4𝐿[𝑦(𝑡)] =  
2

 
𝑠+1 

+ 𝑠 − 2 

Put𝐿[𝑦(𝑡)] = 𝑦  

𝑠2𝑦  − 3𝑠𝑦  − 4𝑦  = 
2

 
𝑠+1 

 
 
+ 𝑠 − 2 

[𝑠2 − 3𝑠 − 4]𝑦  = 
2

 
𝑠+1 

+ 𝑠 − 2 

[𝑠2 − 3𝑠 − 4]𝑦  = 
2+𝑠(𝑠+1)−2(𝑠+1) 

𝑠+1 

= 
2+𝑠2+𝑠−2𝑠−2 

𝑠+1 

(𝑠 + 1)(𝑠 − 4)𝑦  = 
𝑠2−𝑠

 
𝑠+1 

𝑦  =  
𝑠2−𝑠 

(𝑠+1)(𝑠+1)(𝑠−4) 

𝑦  =  
𝑠2−𝑠 

(𝑠+1)2(𝑠−4) 

 

Consider  𝑠
2−𝑠 

(𝑠+1)2(𝑠−4) 
=  

𝐴 

𝑠+1 
+  

𝐵 

(𝑠+1)2 
+ 

𝐶 

𝑠−4 

𝑠2−𝑠 

(𝑠+1)2(𝑠−4) 
= 

𝐴(𝑠+1)(𝑠−4)+𝐵(𝑠−4)+𝐶(𝑠+1)2 

(𝑠+1)2(𝑠−4) 

𝐴(𝑠 + 1)(𝑠 − 4) + 𝐵(𝑠 − 4) + 𝐶(𝑠 + 1)2 = 𝑠2 − 𝑠 ⋯ (1) 

Put𝑠 = −1 in (1) 

−5𝐵 = 1 + 1 

Put𝑠 = 4 𝑖𝑛 (1) 

25𝐶 = 16 − 4 

equating the coefficients of𝑠2, we get 

𝐴 + 𝐶 = 1 ⇒ 𝐴 = 1 − 𝐶 ⇒ 1 − 
12

 
25 

𝐵 = 
−2 

5 

𝑠2−𝑠 

(𝑠+1)2(𝑠−4) 

 
 

 

=  
25 

25(𝑠+1) 

𝐶 = 
12 

25 

− 
2 

5(𝑠+1)2 

 
 

 

+  
12 

25(𝑠−4) 

𝐴 = 
13 

25 
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∴ 𝑦  =  
13 

25(𝑠+1) 
− 

2 

5(𝑠+1)2 
+  

12 

25(𝑠−4) 

𝑦(𝑡) = 
13 
𝐿−1 [  

1
 ] − 

2 
𝐿−1 [ 

1
 ] + 

12 
𝐿−1 [ 

1 
] 

25 (𝑠+1) 5 (𝑠+1)2 25 𝑠−4 

𝑦(𝑡) = 
13 
𝑒−𝑡 − 

2 
𝑡𝑒−𝑡 + 

12 
𝑒4𝑡

 
25 5 25 

Example: 5.68 Solve the differential equation𝒅
𝟐𝒚 
− 𝟑 

𝒅𝒚 
+ 𝟐𝒚 = 𝒆−𝒕, with𝒚(𝟎) = 𝟏 𝒂𝒏𝒅 𝒚′(𝟎) = 𝟎using 

 
Laplace transform. 

Solution: 

𝒅𝒕𝟐 𝒅𝒕 

Given 𝑦′′ − 3𝑦′ + 2𝑦 = 𝑒−𝑡; with𝑦(0) = 1 𝑎𝑛𝑑 𝑦′(0) = 1. 

Taking Laplace transform on both sides, we get, 

𝐿[𝑦′′(𝑡)] − 3𝐿[𝑦′(𝑡)] + 2𝐿[𝑦(𝑡)] = 𝐿(𝑒−𝑡) 

[𝑠2𝐿[𝑦(𝑡)] − 𝑠𝑦(0) − 𝑦′(0)] − 3[𝑠𝐿[𝑦(𝑡)] − 𝑦(0)] + 2𝐿[𝑦(𝑡)] =  
1

 
𝑠+1 

Substituting 𝑦(0) = 1 𝑎𝑛𝑑 𝑦′(0) = 0. 

[𝑠2𝐿[𝑦(𝑡)] − 𝑠 − 0] − 3[𝑠𝐿[𝑦(𝑡)] − 1] + 2𝐿[𝑦(𝑡)] =  
1

 
𝑠+1 

𝑠2𝐿[𝑦(𝑡)] − 𝑠 − 3𝑠𝐿[𝑦(𝑡)] + 3 + 2𝐿[𝑦(𝑡)] =  
1

 
𝑠+1 

𝑠2𝐿[𝑦(𝑡)] − 3𝑠𝐿[𝑦(𝑡)] + 2𝐿[𝑦(𝑡)] =  
1

 
𝑠+1 

+ 𝑠 − 3 

Put𝐿[𝑦(𝑡)] = 𝑦  

𝑠2𝑦  − 3𝑠𝑦  + 2𝑦  = 
1

 
𝑠+1 

 

 
+ 𝑠 − 3 

[𝑠2 − 3𝑠 + 2]𝑦  = 
1

 
𝑠+1 

+ 𝑠 − 3 

[𝑠2 − 3𝑠 + 2]𝑦  = 
1+𝑠(𝑠+1)−3(𝑠+1) 

𝑠+1 

= 
1+𝑠2+𝑠−3𝑠−3 

𝑠+1 

(𝑠 − 1)(𝑠 − 2)𝑦  = 
𝑠2−2𝑠−2

 
𝑠+1 

𝑦  =  
𝑠2−2𝑠−2 

(𝑠+1)(𝑠−1)(𝑠−2) 

Consider 𝑠
2−2𝑠−2

 
(𝑠+1)(𝑠−1)(𝑠−2) 

=  
𝐴 

𝑠+1 
+ 

𝐵 

𝑠−1 
+ 

𝐶 

𝑠−2 

𝑠2−2𝑠−2 

(𝑠+1)(𝑠−1)(𝑠−2) 
= 

𝐴(𝑠−1)(𝑠−2)+𝐵(𝑠+1)(𝑠−2)+𝐶(𝑠+1)(𝑠−1) 

(𝑠+1)(𝑠−1)(𝑠−2) 

𝐴(𝑠 − 1)(𝑠 − 2) + 𝐵(𝑠 + 1)(𝑠 − 2) + 𝐶(𝑠 + 1)(𝑠 − 1) = 𝑠2 − 2𝑠 − 2 ⋯ (1) 

Put𝑠 = −1 in (1) 

6𝐴 = 1 + 2 − 2 

𝐴 = 
1

 
6 

put𝑠 = 1 𝑖𝑛 (1) 

−2𝐵 = 1 − 4 

𝐵 = 
3

 
2 

put𝑠 = 2 𝑖𝑛 (1) 

3𝐶 = 4 − 4 − 2 

𝐶 = 
−2 

3 

∴  
𝑠2−2𝑠−2 

(𝑠+1)(𝑠−1)(𝑠−2) 
= 

1 

6(𝑠+1) 
+ 

3 

2(𝑠−1) 
− 

2 

3(𝑠−2) 

 

𝑦  =  
1 

6(𝑠+1) 
+ 

3 

2(𝑠−1) 
− 

2 

3(𝑠−2) 
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𝑦(𝑡) = 
1 
𝐿−1 [  

1
 ] + 

3 
𝐿−1 [ 

1
 ] − 

2 
𝐿−1 [ 

1 
] 

6 (𝑠+1) 2 𝑠−1 3 𝑠−2 

𝑦(𝑡) = 
1 
𝑒−𝑡 + 

3 
𝑒𝑡 − 

2 
𝑒2𝑡 

6 2 3 

Example: 5.69 Using Laplace transform solve the differential equation𝒚′′ + 𝟐𝒚′ − 𝟑𝒚 = 𝒔𝒊𝒏𝒕, 

with𝒚(𝟎) = 𝒚′(𝟎) = 𝟎. 

Solution: 

Given 𝑦′′ + 2𝑦′ − 3𝑦 = 𝑠𝑖𝑛𝑡 with 𝑦(0) = 0 = 𝑦′(0). 

Taking Laplace transform on both sides, we get, 

𝐿[𝑦′′(𝑡)] + 2𝐿[𝑦′(𝑡)] − 3𝐿[𝑦(𝑡)] = 𝐿(𝑠𝑖𝑛𝑡) 

[𝑠2𝐿[𝑦(𝑡)] − 𝑠𝑦(0) − 𝑦′(0)] + 2[𝑠𝐿[𝑦(𝑡)] − 𝑦(0)] − 3𝐿[𝑦(𝑡)] = 
1

 
𝑠2+1 

Substituting 𝑦(0) = 0 = 𝑦′(0). 

[𝑠2𝐿[𝑦(𝑡)] − 0 − 0] + 2[𝑠𝐿[𝑦(𝑡)] − 0] − 3𝐿[𝑦(𝑡)] = 
1

 
𝑠2+1 

𝑠2𝐿[𝑦(𝑡)] + 2𝑠𝐿[𝑦(𝑡)] − 3𝐿[𝑦(𝑡)] = 
1

 
𝑠2+1 

𝑠2𝐿[𝑦(𝑡)] + 2𝑠𝐿[𝑦(𝑡)] − 3𝐿[𝑦(𝑡)] = 
1

 
𝑠2+1 

Put𝐿[𝑦(𝑡)] = 𝑦  

𝑠2𝑦  + 2𝑠𝑦  − 3𝑦  = 
1

 
𝑠2+1 

[𝑠2 + 2𝑠 − 3]𝑦  = 
1

 
𝑠2+1 

(𝑠 − 1)(𝑠 + 3)𝑦  = 
1

 
𝑠2+1 

𝑦  = 
1

 
(𝑠−1)(𝑠+3)(𝑠2+1) 

Consider 1 
(𝑠−1)(𝑠+3)(𝑠2+1) 

=  
𝐴 

𝑠−1 
+ 

𝐵 

𝑠+3 
+ 

𝐶𝑠+𝐷 

𝑠2+1 

1 

(𝑠−1)(𝑠+3)(𝑠2+1) 
= 

𝐴(𝑠2+1)(𝑠+3)+𝐵(𝑠−1)(𝑠2+1)+(𝐶𝑠+𝐷)(𝑠−1)(𝑠+3) 

(𝑠−1)(𝑠+3)(𝑠2+1) 

𝐴(𝑠2 + 1)(𝑠 + 3) + 𝐵(𝑠 − 1)(𝑠2 + 1) + (𝐶𝑠 + 𝐷)(𝑠 − 1)(𝑠 + 3) = 1 ⋯ (1) 

Put 𝑠 = 1 in (1) 

8𝐴 = 0 + 1 

Put 𝑠 = −3 𝑖𝑛 (1) 

𝐵(−4)(10) = 1 

equating the coefficients of𝑠2, we get 

𝐴 + 𝐵 + 𝐶 = 0 ⇒ 𝐶 = −𝐴 − 𝐵 = 
−1 

+ 
1

 

𝐴 = 
1

 
8 

Put𝑠 = 0in (1), we get 

 
𝐵 = 

−1 

40 

 

𝐶 = 
−1 

10 

8 40 

3𝐴 − 𝐵 − 3𝐷 = 1 ⇒ 
3 

+ 
1

 − 3𝐷 = 1 
8 40 

3𝐷 = 
3 

+ 
1 
− 1 

8 40 

3𝐷 = 
15+1−40 

⇒ 𝐷 = 
−24 ⇒ 𝐷 = 

−1
 

40 40×3 5 

−1 1 

1 
 

 

(𝑠−1)(𝑠+3)(𝑠2+1) 
= 

1 

8(𝑠−1) 
− 

1 

40(𝑠+3) 
+ 

(
10

)𝑠−
5

 

𝑠2+1 
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∴ 𝑦  =  
1 

8(𝑠−1) 
− 

1 

40(𝑠+3) 
− 

𝑠 

10(𝑠2+1) 
− 

1 

5(𝑠2+1) 

𝑦(𝑡) = 
1 
𝐿−1 [  

1
 ] − 

1 
𝐿−1 [ 

1
 ] − 

1 
𝐿−1 [ 

𝑠
 ] − 

1 
𝐿−1 [ 

1  
] 

8 (𝑠−1) 40 𝑠+3 10 𝑠2+1 5 𝑠2+1 

𝑦(𝑡) = 
1 
𝑒𝑡 − 

1 
𝑒−3𝑡 − 

1 
(𝑐𝑜𝑠𝑡 − 2𝑠𝑖𝑛𝑡) 

8 40 10 

Example: 5.70 Using Laplace transform solve the differential equation𝒚′′ − 𝟑𝒚′ + 𝟐𝒚 = 𝟒𝒆𝟐𝒕, 

with𝒚(𝟎) = −𝟑 𝒂𝒏𝒅 𝒚′(𝟎) = 𝟓. 

Solution: 

Given 𝑦′′ − 3𝑦′ + 2𝑦 = 4𝑒2𝑡; with 𝑦(0) = −3 𝑎𝑛𝑑𝑦′(0) = 5. 

Taking Laplace transform on both sides, we get, 

𝐿[𝑦′′(𝑡)] − 3𝐿[𝑦′(𝑡)] + 2𝐿[𝑦(𝑡)] = 4𝐿(𝑒2𝑡) 

[𝑠2𝐿[𝑦(𝑡)] − 𝑠𝑦(0) − 𝑦′(0)] − 3[𝑠𝐿[𝑦(𝑡)] − 𝑦(0)] + 2𝐿[𝑦(𝑡)] = 4  
1

 
𝑠−2 

Substituting𝑦(0) = −3 𝑎𝑛𝑑 𝑦′(0) = 5. 

[𝑠2𝐿[𝑦(𝑡)] + 3𝑠 − 5] − 3[𝑠𝐿[𝑦(𝑡)] + 3] + 2𝐿[𝑦(𝑡)] =  
4

 
𝑠−2 

𝑠2𝐿[𝑦(𝑡)] + 3𝑠 − 5 − 3𝑠𝐿[𝑦(𝑡)] − 9 + 2𝐿[𝑦(𝑡)] =  
4

 
𝑠−2 

𝑠2𝐿[𝑦(𝑡)] − 3𝑠𝐿[𝑦(𝑡)] + 2𝐿[𝑦(𝑡)] =  
4

 
𝑠−2 

− 3𝑠 + 14 

Put𝐿[𝑦(𝑡)] = 𝑦  

𝑠2𝑦  − 3𝑠𝑦  + 2𝑦  = 
4

 
𝑠−2 

 

 
− 3𝑠 + 14 

[𝑠2 − 3𝑠 + 2]𝑦  = 
4

 
𝑠−2 

+ 14 − 3𝑠 

[𝑠2 − 3𝑠 + 2]𝑦  = 
4+(14−3𝑠)(𝑠−2) 

𝑠−2 

(𝑠 − 1)(𝑠 − 2)𝑦  = 
4+(14−3𝑠)(𝑠−2) 

𝑠−2 

𝑦  = 
4+(14−3𝑠)(𝑠−2) 

(𝑠−1)(𝑠−2)2 

Consider 4+(14−3𝑠)(𝑠−2) 
=  

𝐴 
+ 

𝐵 
+ 

𝐶 

(𝑠−1)(𝑠−2)2 𝑠−1 𝑠−2 (𝑠−2)2 

4+(14−3𝑠)(𝑠−2) 
= 

𝐴(𝑠−2)2+𝐵(𝑠−1)(𝑠−2)+𝐶(𝑠−1) 

(𝑠−1)(𝑠−2)2 (𝑠−1)(𝑠−2)2 

𝐴(𝑠 − 2)2 + 𝐵(𝑠 − 1)(𝑠 − 2) + 𝐶(𝑠 − 1) = 4 + (14 − 3𝑠)(𝑠 − 2) ⋯ (1) 

Put 𝑠 = 1 in (1) 

𝐴 = 4 − 11 

𝐴 = −7 

Put 𝑠 = 2 𝑖𝑛 (1) 

𝐶 = 4 + 0 

𝐶 = 4 

equating the coefficients of𝑠2, we get 

𝐴 + 𝐵 = −3 ⇒ −7 + 𝐵 = −3 

𝐵 = 4 

4+(14−3𝑠)(𝑠−2) 
= 

−7 
+  

4  
+ 

4 

(𝑠−1)(𝑠−2)2 𝑠−1 𝑠−2 (𝑠−2)2 

∴ 𝑦   = 
−7 

+ 
4  

+ 
4

 

𝑠−1 𝑠−2 (𝑠−2)2 
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= −7𝑒 + 4𝑒 + 4𝑒  𝐿 [ 2] 𝑡 2𝑡 2𝑡 −1  1  
𝑠 

𝑦(𝑡) = −7𝑒𝑡 + 4𝑒2𝑡 + 4𝑒2𝑡𝑡 

Example: 5.71 Using Laplace transform solve the differential equation 𝒚′′ − 𝟒𝒚′ + 𝟖𝒚 = 𝒆𝟐𝒕, 

with𝒚(𝟎) = 𝟐 𝒂𝒏𝒅 𝒚′(𝟎) = −𝟐. 

Solution: 

Given 𝑦′′ − 4𝑦′ + 8𝑦 = 𝑒2𝑡; with 𝑦(0) = 2 𝑎𝑛𝑑𝑦′(0) = −2. 

Taking Laplace transform on both sides, we get, 

𝐿[𝑦′′(𝑡)] − 4𝐿[𝑦′(𝑡)] + 8𝐿[𝑦(𝑡)] = 𝐿(𝑒2𝑡) 

[𝑠2𝐿[𝑦(𝑡)] − 𝑠𝑦(0) − 𝑦′(0)] − 4[𝑠𝐿[𝑦(𝑡)] − 𝑦(0)] + 8𝐿[𝑦(𝑡)] =  
1

 
𝑠−2 

Substituting 𝑦(0) = 2 𝑎𝑛𝑑𝑦′(0) = −2. 

[𝑠2𝐿[𝑦(𝑡)] − 2𝑠 + 2] − 4[𝑠𝐿[𝑦(𝑡)] − 2] + 8𝐿[𝑦(𝑡)] =  
1

 
𝑠−2 

𝑠2𝐿[𝑦(𝑡)] − 2𝑠 + 2 − 4𝑠𝐿[𝑦(𝑡)] + 8 + 8𝐿[𝑦(𝑡)] =  
1

 
𝑠−2 

𝑠2𝐿[𝑦(𝑡)] − 4𝑠𝐿[𝑦(𝑡)] + 8𝐿[𝑦(𝑡)] =  
1

 
𝑠−2 

+ 2𝑠 − 10 

Put𝐿[𝑦(𝑡)] =   𝑦  

𝑠2𝑦  − 4𝑠𝑦  + 8𝑦  = 
1

 
𝑠−2 

 
 
+ 2𝑠 − 10 

[𝑠2 − 4𝑠 + 8]𝑦  = 
1

 
𝑠−2 

+ 2𝑠 − 10 

[𝑠2 − 4𝑠 + 8]𝑦  = 
1+(2𝑠−10)(𝑠−2) 

𝑠−2 

𝑦  = 
1+(2𝑠−10)(𝑠−2) 

(𝑠−2)(𝑠2−4𝑠+8) 

= 
1+(2𝑠−10)(𝑠−2) 

(𝑠−2)[(𝑠−2)2+4] 

Consider 1+(2𝑠−10)(𝑠−2) 
=  

𝐴  
+ 

𝐵(𝑠−2)+𝐶 

(𝑠−2)[(𝑠−2)2+4] 𝑠−2 (𝑠−2)2+4 

= 
𝐴[(𝑠−2)2+4]+𝐵[(𝑠−2)+𝐶](𝑠−2) 

[𝑠−2][(𝑠−2)2+4] 

𝐴[(𝑠 − 2)2 + 4] + 𝐵[(𝑠 − 2) + 𝐶](𝑠 − 2) = 1 + (2𝑠 − 10)(𝑠 − 2) ⋯ (1) 

Put 𝑠 = 2 in (1) 

4𝐴 = 1 + 0 

Put 𝑠 = 0 𝑖𝑛 (1) 

8𝐴 + 4𝐵 − 2𝐶 = 21 

equating the coefficients of𝑠2, we get 

𝐴 + 𝐵 = 2 ⇒ 
1 

+ 𝐵 = 2 
4 

𝐴 = 
1

 
4 

 
1+(2𝑠−10)(𝑠−2) 

=
 

(𝑠−2)[(𝑠−2)2+4] 

 
 

 
1 

 

4 
 

𝑠−2 

𝐶 = −6 

7 
(𝑠−2)−6 

+ 4 
(𝑠−2)2+4 

𝐵 = 
7

 
4 

∴ 𝑦  = 
1

 + 
7  (𝑠−2) − 6 

1
 

4(𝑠−2) 4 (𝑠−2)2+4 (𝑠−2)2+4 

𝑦(𝑡) = 
1 
𝐿−1 [  

1
 ] + 

7 
𝐿−1 [ (𝑠−2) ] − 6𝐿−1 [ 

1 
] 

4 (𝑠−2) 4 (𝑠−2)2+4 (𝑠−2)2+4 

= 
1 𝑒2𝑡 +   

7 𝑒2𝑡𝐿−1 [    𝑠 ] − 6𝑒2𝑡𝐿−1 [ 
1  

] 
4 4 𝑠2+4 𝑠2+4 

𝑦(𝑡) 
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= 
1 
𝑒2𝑡 + 

7 
𝑒2𝑡𝑐𝑜𝑠2𝑡 − 6𝑒2𝑡 𝑠𝑖𝑛2𝑡

 
4 4 2 

𝑦(𝑡) = 
1 
𝑒2𝑡 + 

7 
𝑒2𝑡𝑐𝑜𝑠2𝑡 − 3𝑒2𝑡𝑠𝑖𝑛2𝑡 

4 4 

Problems without using Partial Fraction 

Example: 5.72 Solve using Laplace transform  𝒅
𝟐𝒙 
− 𝟐 

𝒅𝒙 
+ 𝒙 = 𝒆𝒕, with 𝒙 = 𝟐,𝒅𝒙 = −𝟏 𝒂𝒕 𝒕 = 𝟎 

 
Solution: 

𝒅𝒕𝟐 𝒅𝒕 𝒅𝒕 

Given 𝑥′′ − 2𝑥′ + 𝑥 = 𝑒𝑡; 𝑥(0) = 2; 𝑥′(0) = −1 

Taking Laplace transform on both sides, we get, 

𝐿[𝑥′′(𝑡)] − 2𝐿[𝑥′(𝑡)] + 𝐿[𝑥(𝑡)] = 𝐿(𝑒𝑡) 

[𝑠2𝐿[𝑥(𝑡)] − 𝑠𝑥(0) − 𝑥′(0)] − 2[𝑠𝐿[𝑥(𝑡)] − 𝑥(0)] + 𝐿[𝑥(𝑡)] =  
1

 
𝑠−1 

Substituting 𝑥(0) = 2; 𝑥′(0) = −1 

[𝑠2𝐿[𝑥(𝑡)] − 2𝑠 + 1] − 2[𝑠𝐿[𝑥(𝑡)] − 2] + 𝐿[𝑥(𝑡)] =  
1

 
𝑠−1 

𝑠2𝐿[𝑥(𝑡)] − 2𝑠𝐿[𝑥(𝑡)] + 𝐿[𝑥(𝑡)] =  
1

 
𝑠−1 

𝑠2𝐿[𝑥(𝑡)] − 2𝑠𝐿[𝑥(𝑡)] + 𝐿[𝑥(𝑡)] =  
1

 
𝑠−1 

+ 2𝑠 − 5 

+ 2𝑠 − 5 

Put 𝐿[𝑥(𝑡)] = 𝑥  

𝑠2𝑥  − 2𝑠𝑥  + 𝑥  =  
1

 
𝑠−1 

[𝑠2 − 2𝑠 + 1]𝑥  =  
1

 
𝑠−1 

 

 
+ 2𝑠 − 5 

+ 2𝑠 − 5 

(𝑠 − 1)2𝑥  =  
1

 
𝑠−1 

+ 2𝑠 − 5 
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Exercise: 5.11 

1. Solve using Laplace transform  𝑑
2𝑦 

+ 4 
𝑑𝑦 
− 5𝑦 = 5, given that = 0 ,𝑑𝑦 = 2 when 𝑡 = 0 

 
Ans:−1 − 

1 
𝑒−5𝑡 + 

5 
𝑒𝑡 

𝑑𝑡2 𝑑𝑡 𝑑𝑡 

6 6 

2. Using Laplace transform solve the differential equation 𝑦′′ + 5𝑦′ + 6𝑦 = 2, with 

𝑦(0) = 0 = 𝑦′(0). Where 𝑦′ = 
𝑑𝑦 

Ans:𝑦(𝑡) = 
1 
− 𝑒−2𝑡 + 

2 
𝑒−3𝑡 

𝑑𝑡 3 3 

3. Using Laplace transform solve the differential equation 𝑦′′ + 4𝑦′ + 3𝑦 = 𝑒−𝑡, with 

𝑦(0) = 1; 𝑦′(0) = 0. Ans:𝑦(𝑡) = 
−1 

𝑒−3𝑡 − 
5 
𝑒−𝑡 + 

1 
𝑡𝑒−𝑡 

4 4 2 

4. Solve using Laplace transform 𝑑
2𝑦 

+ 𝑦 = 𝑠𝑖𝑛𝑡 given = 1 ,𝑑𝑦 = 0 when 𝑡 = 0 

 
Ans:𝑦(𝑡) = 𝑠𝑖𝑛𝑡 − 𝑡𝑐𝑜𝑠𝑡 

𝑑𝑡2 𝑑𝑡 

5. Solve using Laplace transform𝑑
2𝑦 

+ 9𝑦 = 𝑐𝑜𝑠2𝑡, if 𝑦(0) = 1 ;𝑦 (
𝜋
) = −1 

𝑑𝑡2 2 

Ans:𝑦(𝑡) = 
1 

[𝑐𝑜𝑠2𝑡 + 4𝑐𝑜𝑠3𝑡 + 4𝑠𝑖𝑛3𝑡] 
5 
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